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Healthcare sectors are globally facing challenges delivering services
for older people,. Although the implementation of digital technology
has brought positive effects on caring older people in their homes, it
has also resulted in arising ethical challenges including incidental
findings (IF). The purpose of this systematic review is to reveal ethical
challenges in the development and use of digital health ecosystems
for older people. The objectives are 1) to reveal incidental findings, 2)
ethical vulnerabilities and treats for integrity associated with the use
of Artificial Intelligence (Al); 3) to analyse ethical management of IF,
and 4) to create recommendations for the use and development of
digital health ecosystems. Systematic data search was completed in
ProQuest, EBSCOhost, and Ovid databases. Peer-reviewed full text
research articles on ethical guidelines for developing and
implementing digital health ecosystems for care of older people
published in English between 2012 and 2022 were included.
Previously published articles focusing on younger population or other
than digital services were excluded. The included thirteen articles
were appraised by design specific tools (PRISMA 2009, SANRA,
STROBE, CAGSCS). The article texts were analysed and reported
thematically. The IF revealed were violation of user autonomy,
independence, and privacy during the development and use of the
ecosystems; social isolation of the end-user; user unfriendly devices;
additional workload to the care providers; technology induced anxiety;
and biases and errors in use of the ecosystems. The ethical
vulnerabilities and threats to integrity associated with use of AL
Observation and implementation of ethical values were found
important in co-creation of ethically conscious ecosystems for older
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people. Empowering the designers, developers, and healthcare
professionals on ethical competencies, and inclusion of the end-users’
preferences in designing of digital health ecosystems were included in
the constructed recommendations. This article disseminated within
the SHAPES Horizon 2020 project.
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Artificial Intelligence, digital health solutions, elderly care, ethics,
incidental findings, older people, unintended consequences.
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Introduction

This article introduces incidental findings (IF) related to
the development and deployment of digital health platforms for
older people. An integrated literature review (ILR) was com-
pleted for the Horizon 2020 funded Smart & Healthy Ageing
through People Engaging in Supportive Systems (SHAPES)
-project'= co-creating an integrated care platform including
socially assistive robots (SAR), mobile applications (mobile
apps), wearable devices and sensors, amongst other digital health
tools. The SHAPES -project® seeks to create an open ecosys-
tem enabling the large-scale deployment of digital solutions
for health and independent living addressed to older individu-
als who face reduced functionality and capabilities. Its digital
solutions aimed to create timely interconnected ecosystem
of products and services enabling the users to live independ-
ently and autonomously. To operationalize this, SHAPES inte-
grated technological, educational, clinical, and organizational
solutions to enable long-term active ageing. The European
Commission* has included an IF policy in an ethics issues
checklist for the ethical self-assessment in Horizon 2020
projects to guide the project actors identifying the possibility of
discovering the IFs in their project and recognizing, listing,
and stating if the IFs are anticipated. In this article, the IF is
defined as unexpected findings arising during the development
and use of digital health ecosystems for older people and their
caregivers during the project. The IFs are not necessary legally
or potentially critical for the safety and security of older
people®™®. The IFs addressed in this article are practical,
social, and psychological impacts of deploying technological
devices in older people’s homes and personal spaces’. The term
“incidental” can be defined as “happening in connection with
something else, but not as important as it, or not intended”".
The IFs can be either anticipated or completely unexpected'“.
The term “unintended” does not necessarily mean unanticipated.
The anticipated findings can be either intended or unin-
tended but unanticipated findings can never be intended®.
European Union (EU) defines IFs as “test results that are
outside the original purpose for which the test or procedure
was”!e.

The population of older people is continuously increasing.
The challenge to deliver services for every sixth person liv-
ing with compromised functional ability is global>¢. Smart tech-
nology is one of the solutions incorporated in the care of older
people to combat ageing related physical and psychological
changes, maintaining functional independence®, enabling longer
home care’ with comfortable living in their home environments
rather than being institutionalized®. Digital solutions, espe-
cially the robotic assistive technologies can transform and
complement conventional methods of health care provision,
and thereby reduce demand on local services'' and increase
the autonomy'? of the users. In addition to positive effects,
the consequences of implementing smart technology for older
people may include challenges and cause distress. Tech-
nology may reduce the burden by preserving autonomy
in their homes and by improving the quality of life, but it
can also limit their lives and cause Ifs.
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In 2011, Pols and Willems'” demonstrated that, although tech-
nologies are programmed to behave or produce certain results,
they might end up producing different results. It is therefore
challenging ascertaining how exactly the technology would
behave because it depends on the behaviour of the users and the
environment being utilized. For example, technical and reli-
ability problems reported common in telehealth care reducing
its effectiveness leading to compromise and delayed treatment
by the technology meant to promote efficiency and access to
health care'®. Ziebland and associates' indicated primary
health care digital technologies yielding paradoxical conse-
quences. Digital tools meant to reduce the workload led to the
increased workload, tools designed to improve safety initia-
tives led to increased errors and tools deployed to manage and
improve communications leading to poor interaction.

Assistive technologies can violate the autonomy of users by
leading to an over dependency thus hindering the independ-
ence and ability of the users from performing activities for them-
selves thus conflicting the intended role*??. When deployed,
socially assistive robots have abilities to disrupt human moral
practices thus threatening the elements of empathy and com-
passion associated with human caregivers. They may erode
and hamper “caring” which acts as a central practice for human
moral life by diminishing human engagements with the care
receiver®.

By collecting data, the robots may be a threat to privacy vary-
ing depending on the purpose and types of data collected.
They pose threat to privacy especially for older people and
those with cognitive impairment by constantly monitoring and
recording daily activities®?*. Because of constant monitoring,
there is a feeling from its users that they are not alone, or they
are being watched by*. For example, most of the mobile health
applications were found to have communicated the end user’s
data with the third-party services directly. The users were left
in darkness since these conditions were concealed in the pri-
vacy policy®. In addition, communication problems have been
reported with assistive robots. The end-users reported issues
comprehending what the assistive robot was saying??’.

Mobile applications can violate users’ information, communica-
tion, bodily and territorial privacy, “the right to be left alone™’.
By requiring a certain degree of access to personal informa-
tion, most of the digital health tools infringe on end-users’
privacy® depending on the purpose and types of data
collected®?!. The use of mobile applications in the treatment
of patients has been reported to have provoked anxiety”.

Ethical principles, Beneficence and Non-maleficence entail
the promotion of well-being of others and “first do no harm”.
It calls for an obligation to avoid causing harm but rather pro-
vide benefit. This principle obligates that “one ought not to
inflict evil or harm™®. Mobile applications can cause unin-
tended modifications of behaviour such as older people reduc-
ing their level of physical activity after getting feedback that
they were more active than they thought®'.
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In the research context, it is important to make a clear dis-
tinction between IFs and the actual clinically intended tests
(and procedures). Clarity is beneficial in designing the con-
sent informing patients on the possibility of both sets of
findings*>. Solving IFs related challenges developing and
deploying health care technology can be ethically both reward-
ing and challenging. For instance, detecting and giving feed-
back on IFs may lead to early treatment and good health.
Contrarily, these findings may cause harm to the participants by
inflicting psychological and financial burden in case of
follow-up examinations®. IFs may have importance for the
health of the individual research participant discovered while
conducting research but beyond the aims of the study?>.

The purpose of this article is to reveal the ethical challenges
associated with IFs related to development and the use of dig-
ital health ecosystems for older people. The objectives are
1) to reveal IF reported related to the use and the development
of digital health ecosystems; 2) to reveal ethical vulnerabili-
ties and treats for integrity associated with the use of Al among
older people; 3) to analyse ways to ethically manage inci-
dental findings that arise from digital health ecosystems, and
4) to create recommendations for the use and development of
digital health ecosystems to tackle IFs related to the
development and use of digital health ecosystems.

Methods

A systematic literature review (ILR) was performed applying
the method introduced by Whittemore and Knafl* to summa-
rize existing literature to provide a more comprehensive under-
standing about IFs in the development and use of digital health
ecosystems for older people. The systematic search strategy and
appraisal of the selected articles were completed by using a
PICO model; Problem: Potential Incidental Findings related
to the integrated care platform for older people; Intervention:
to create evidence-based recommendations for tackling Inci-
dental Findings in the development and use of digital health
ecosystems for older people; Context: EU SHAPES Horizon
2020 project creating health ecosystems for older people; and
Outcome: Recommendations for ethical management of IF
related to the further development and use of the SHAPES
integrated care platform for older people.

Data search

The search was completed in three databases: ProQuest, EBSCO-
host, and Ovid. The search terms used were (“Unintended conse-
quences” OR “incidental findings” OR “serendipitous findings”
OR “ethical violations” OR “integrity threat”) AND (“mobile
application” OR “assistive robots” OR “wearable sensors” OR
“artificial intelligence” OR “telehealth”) AND “elderly care”).
The first search was performed in May 2022 by the first author
(AT). A total of (n=142) articles were identified. All the selected
articles were exported and saved in an open-source referencing
management Zotero for both authors (AT & TKA) to access
and review.
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Data screening

First, the duplicates were removed in Zotero by the first author
(AT). After removing duplicates, 135 titles and abstracts were
assessed for eligibility. The articles included for the review
were limited to, English language, published between 2012
and 2022, full text peer reviewed academic journals, and ethi-
cal guidelines for developing and implementing digital health
ecosystems for the care of older people. The scoping reviews
were not included in the initial inclusion criteria but after
consideration by both authors, it was agreed to include
them in screening. Articles published before 2012, other
than full text peer reviewed academic journals, other than
English language articles, and other than ethical guidelines
for developing and implementing digital health ecosystems
for older people were not included.

Second, the articles were screened by titles and abstracts by
both authors (AT & T-KA) separately. After mutual agreements
to include the articles (n=29) for full text screening the arti-
cles were downloaded and printed. From Ovid database rejected
an article of Koivunen and Saranto as a review protocol. The
original article®® was found in the Scandinavian Journal of Car-
ing Sciences database. An article of Cooper and associates was
an editorial too. The original paper*® was found in the Google
Scholar databases. Both reviewers screened the articles inde-
pendently against the inclusion criteria. After the full text
screening was completed, the studies not meeting the inclu-
sion criteria (n=16) were recorded and excluded. Thirteen stud-
ies (n=13) meeting the inclusion criteria were included for the
study. Figure 1 below illustrates the screening process according
to the PRISMA flow chart®’.

Quality appraisal of the articles

The quality of the articles (N=13) were appraised by both
authors by design specific tools (Appendix table 1 is available
in an open repository), Preferred Reporting Items for System-
atic reviews and Meta-Analyses, PRISMA, 2009%, Scale for the
quality Assessment of Narrative Review Articles (SANRA)¥,
Strengthening and Reporting of Observational studies in
Epidemiology (STROBE)®, and Critical Appraisal Guidelines
for Single Case Study research (CAGSCS)*'. In this article, mak-
ing the quality appraisals comparative, the results gained by dif-
ferent tools are reported as high quality (80 — 100%), average
quality (70 — 79%) and low quality (less than 69%). Four of
the five studies™ appraised by PRISMA were of high quality
and one* was appraised as average. Two**® of the five studies
appraised with SANRA were of high quality, two of the
studies™” were of average and one® of low quality. One
observational study®' apprized by STROBE was of high quality.
Lastly, two studies’>® with case study design were assessed
using the CAGSCS*. Both studies’>® were of low quality.
Comparatively, the studies with engineering the background
scored below average while those with a health care background
scored above average. However, they were included due to
theireligibility and importance from the SHAPES project point
of view.
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Figure 1. PRISMA flowchart for identification of studies for Incidental Findings in development and use of digital health

platforms for older people.

Data analysis

A thematic analysis approach introduced by Whittemore and
Knafl in 20053 was used in analysing the texts in the accepted
articles. It entails the processes of ordering, coding, categoriz-
ing and summarizing data from the primary sources to reach
an integrated conclusion about the problem. To get answers
to the study objectives the data was analysed by asking the
research questions from the texts of the selected articles:
1) What are the incidental findings reported related to the use
and development of digital health ecosystems for older peo-
ple? 2) What are the ethical vulnerabilities and treats for

integrity associated with the use of Al among older people?
3) What means are implemented to ethically manage Inciden-
tal Findings that arise from digital health ecosystems for older
people. This was implemented by creating a table compris-
ing research questions, extracted findings, codes, themes and
references to aid in the charting of the extracts from the pri-
mary sources (Appendix table 2 is available in an open access
repository). Table 1 summarizes the recommendations for tack-
ling IFs related to the development and use of digital health
ecosystems for older people based on the synthesized and
evidence.
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Table 1. Recommendations to tackle ethical challenges in the development and use of digital health ecosystems for older

people.

Focus of recommendation

Cooperation between
designers, developers, and
care providers.

Implementation of
multidisciplinary approach
in design and development

of digital health ecosystems.

People-centeredness in
design, development, and
deployment of digital health
ecosystems.

Design, development, and
deployment of minimally
obtrusive digital health

Recommendation

Empower designers, developers, and care providers
with digital ethical competence by training the
designers and developers of digital health ecosystems
on basic ethical principles to enable them to
incorporate ethical mechanisms in designing,
development, and deployment of digital health
ecosystems.

Include all stakeholders e.g., engineers, designers,
layers, end users and health care providers in the
design and development of digital health ecosystems
to enable all-inclusive and universally acceptable
products.

Evaluate individual needs and living environment to
design, develop and deploy user and client/patient-
centered health technology.

Assess the home environment for conformity and
suitability to avoid conflicting ideas with the residents.
Put into consideration the needs and considerations
of those residing with the care receiver.

Ensure the minimal obtrusiveness of the digital
ecosystems by design, for instance, use of sensors
instead of cameras where possible.

Level of evidence

Strong recommendation with high quality
research evidence (Murphy et al. 2021;
Haque et al. 2021) and EU independent high-
level expert group on artificial intelligence
(2019).

Strong recommendation with high quality
(Murphy et al. 2021; Haque et al. 2021;
Airola, 2021) research evidence and the EU
high-level expert group on Al (2019).

Strong recommendation with high quality
(Murphy et al. 2021; Haque et al. 2021;
Airola, 2021) research evidence and
European Union agency for network and
information security (ENISA) (2014).

Strong recommendation with high quality
(Murphy et al. 2021; Airola 2021) or good
research evidence and evidence by World

ecosystems.

Results

After introducing the characteristics of the articles used in this
ILR the Incidental Findings related to the use and development
of digital health ecosystems will be introduced. Second, will be
revealed the ethical vulnerabilities and treats for integrity asso-
ciated with the use of Al among older people. Third, will be
defined the means which were implemented to ethically manage
Incidental Findings arising from digital health ecosystems?

Characteristics of included studies

Most of the included studies 10/13 were published after 2020
with the remaining three in 2019, and one each in 2015 and
2017. Half of the studies were conducted in European coun-
tries, one in Finland, Italy, Netherlands, Norway and Sweden
each. Three in the USA, two in Canada and one of each in Iran
and Australia. The most common study designs were narra-
tive reviews (n=5), followed by systematic reviews with (n=3)
and lastly, scoping reviews and case studies two (n=2) of
each. The most common digital technology was ambient liv-
ing assistance reported in four studies™***’2, The artificial
intelligence was reported in two studies***®, robots®, wearables®,
eHealth®, machine  behaviour®, electronic = medication
register’!, telecare*, and digital platforms® were reported in one
study each. Ethical issues of digital technologies were discussed
in four studies’***, Three studies***** reported older people
using technology in their homes, two** reported technology
implemented in older people institutions while the remaining
studies did not mention the settings where the technology
was used by older people.

Health Organization's guidelines on global
strategy for digital health 2020-2030 (WHO
2021).

Incidental findings

Seven themes were reported as IF (Figure 2). The social iso-
lation of the end-users of the digital health technologies was
reported in many papers. One of the studies® indicated care
robots having potential to replace human care but exposing
care receivers to loneliness by isolating and reducing care pro-
vider and receiver interactions. One study’ reported loneli-
ness due to the reduced human contact among the end-users of
socially assistive robots and telehealth respectively. The assistive
ambient living technologies (AALT) reported improving older
people’s functionalities, but also decreasing human contacts.
Older people reported requiring physical human contact pre-
venting them from a feeling of lack of support while using
eHealth technology®. Older adults using telehealth reported
feelings of being abandoned*.

Three of the articles reported problems with the usability of the
devices. Older people living in care home, particularly peo-
ple with limited motor and cognitive functions reported raising
complains about the ergonomic nature of the socially assis-
tive technologies used such as screen resolution, weight, and
size of the equipment”. The older people with impairments
reported experiencing difficulties in activating alarm devices
since the activation button was hard to push and feeling unwanted
sound effects produced by telecare devices. Other older peo-
ple reported their homes becoming untidy or cluttered due to
the number of cables used in mounting telecare technology*.
Contact-based wearable devices being attached to the body
were reported raising inconveniences amongst the end-users*’.
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Figure 2. Incidental Findings revealed by the integrated literature review.

Additional workload to care providers emerged and discussed
extensively. Care providers in older people’s homes reported
engaging with assistive technologies though it was not part of
their daily responsibilities*”. For example, deployment and use
of electronic medication administration record (eMAR) cre-
ated new working tasks, like investigating deviations in medi-
cations, leading to increase in administrative tasks®>. Care
robots were reported not releasing human caregivers from their
responsibilities but causing “more personal sacrifice”’.

Four articles reported violations of user privacy. Older people
using telecare devices reported feeling being monitored or
the presence of uninvited stranger deploying telecare equip-
ment in their homes*. Dangers of Al-enabled devices included
privacy and confidentiality breach through monitoring and
surveillance*. Visual sensors raised privacy concerns espe-
cially in bathrooms and bedrooms®>. The ambient sensors
reported having ability to uncover new information like measur-
ing vital sings from distance thus potentially revealing private
medical conditions when robots with cameras and sensors had to
monitor daily living activities of older persons™.

Older persons reported perceiving the use of technology as a
constant reminder of the deteriorating health condition hence
leading to anxiety. They reported stigma due to the assis-
tive and alarming devices and feelings of burden by interfer-
ing and bothering others®. Anxiety was reported from their
peers and attributed to the use of wearable device enforcing

the identity of a person needing extra and constant attention
from telecare and alarm system. Two studies*** reported
technology induced anxiety related to the use of wearables
worsening the same problem it tried to address.

Infringement of end-users’ autonomy emerged from three
articles®*0, Two studies* reported that some devices, such
as care robots, did not work outside home thereby limiting
active living and creating conflict. It was argued that robots
hinder individuals’ autonomy by displacing their right to
make independent decisions and advancing infantilization of
care recipients”. In addition, some older adults using eHealth
technologies at home reported finding the devices unsuit-
able for daily use due to their inflexibility with no option but
to change or modify their behaviours to conform with the
technology®.

Biases and errors were reported resulting from the use of
digital health technology in five articles. End-users reported
raising concerns frequently about false alarms, for exam-
ple by pets owing to the high sensitivity of the technology*.
The eMAR provided partial information about the medication
task neglecting other aspects making it prone to medication
errors thus affecting the patient security and quality of care’'.
The chatbots used for primary diagnosis had inabilities col-
lecting patient history as the health care professional mak-
ing it liable to mis-categorizations of end-users needs®. The
algorithm bias such as dataset bias and model performance
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could affect the clinical care received by the same set of peo-
ple thus causing predictive errors. This is attributed to the
algorithm misinterpreting their records due to skewness
collecting data or societal attributes*®+’.

Ethical vulnerabilities and treats for integrity

The ethical vulnerabilities and treats for integrity associated
with the use of digital health ecosystems among older people
constructed of five themes: Discrimination and Exacerbation
of Health Inequalities; Misuse of Personal Data and Privacy
Infringement; Lack of Responsibility and Accountability in Case
of Harm; Deception and Loss of Dignity; and Infringement of
Autonomy. The misuse of personal data and privacy vio-
lation reported due to the potential unauthorized collec-
tion and use of data®. One diagnostic database with client’s
information reported leaked without informing the clients of
the incidence following exposure to the unwanted content
and breach of personal data*.

First, potential to discrimination and exacerbation of health
inequalities reported connected with Al enabled devices due
to algorithm bias misinterpreting information*’. Biases were
embedded in algorithms producing potential outputs advan-
tageous to certain population over the others and unequal
distribution of Al enabled systems facilitating health inequali-
ties. In addition to the disparity of Al-based treatments due
to the exclusion of minorities and disadvantaged groups, also
algorithm related biases such as breach of personal data pri-
vacy leading to victims® discrimination based on the leaked
personal information reported*.

The principle of fidelity which entails concepts like “faithful-
ness, correctness and authenticity of reciprocal commitments”
implies that the end-users must trust and exhibit confidence
in the AI driven devices’. Moral concerns reported raising on
the deployment of Al systems that included control, respon-
sibility, and the accuracy of the information as well as lack of
safety of deploying autonomous robots to health care before
fixing issues of accountability and responsibility*®. Account-
ability questions regarding the use of robots reported in case
the AI enabled care robot harms the care receiver or if the
care receiver harms themselves under the watch of care robots*.

The deception and loss of dignity were reported due to the
risk of undermining the preservation of human dignity with
the use of care robots occurring for example when care robots
make care recipients to believe they are “real” caregivers and
companions®. Al poses dangers that include the dehumaniza-
tion of care through automation and datafication of older people.
The set of standardized data utilized by Al devices leaves
no room for a holistic approach?.

According to a general expectation, the principle of auton-
omy advocates no interference of the lives and preferences
of older people by the assistive device’. Contrary to that one
study* revealed older people facing pressure and coercion to
use alarm devices by caregivers though they would prefer to
decide by themselves when and where to use them. In addition,
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lack of understanding about telecare devices was reported
amongst older adults raising issues with informed consent*.
Older people with impaired cognitive abilities such as demen-
tia reported persuading the involuntary use of care robots
disregarding their consent™.

Means to ethically manage incidental findings

Two themes were identified related to the ways ethically man-
aging the IF arising from digital health ecosystems. The first
theme was “The development and designing of ethical eco-
systems” revealing the need for incorporating the current ethi-
cal guidelines into the co-creation. The second theme was “The
end user centred design” revealing the users’ preferences.

The need to empower the engineers and developers with ethi-
cal, accountability and privacy competencies appeared from the
analysed articles. Murphy et al.* insisted on the system devel-
opers incorporating “machine learning accountability mecha-
nisms into Al algorithms” and tackling biases by incorporating
ethical guidelines on designing and co-creation.

The need for setting standards and methodological best practices
during data collection analysis, and evaluation prior to design-
ing to avoid skewness in the distortion of data was reported’.
The establishment of multidisciplinary team for designing
and deployment of the AI products was considered impor-
tant in having the responsibility in carrying out checks on the
algorithm opaqueness to deliver privacy conscious systems.
It was also suggested for device developers and manufacturers
to develop and implement a follow-up plan for the implemen-
tation of their devices after deployment*. The AI systems
cannot take responsibility for any violation incurred dur-
ing service delivery hence the need for an entity responsible
for the actions. To avoid and to identify when a device is on
the wrong hands, and to ascertain legal ownership, an inven-
tory of devices should be made®. To tackle privacy, issue the
need to make personal data less visible using unobtrusive sys-
tems like sensors instead of obtrusive surveillance cameras was
recognized”. To mitigate privacy intrusion, healthcare profes-
sional needs to use privacy-preserving techniques like face
blurring, body masking and homomorphic encryption was
introduced”’.

Several studies raised suggestions on the importance of putting
into consideration the perspective of the end-users in the design-
ing and developing of digital health ecosystems*3 and imple-
menting assistive ambient technologies’. Spagnoletti and
associates®® proposed the inclusion of elements that could be
reconfigured and customized to accommodate diverse needs
of the user in the initial platform architecture. Murphy and
associates®® suggested the end-users of Al ecosystem to be
included in the designing phase to enable them gaining insight
on its functionality thus promoting transparency in develop-
ment. The importance of empowering users with information
enabling them to make informed decisions accepting or reject-
ing the use of their data suggested®. To tackle the older adults’
cognitive impairment as a challenge to obtaining informed
consent, the use of guardians is recommended®. Moreover, to
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mitigate issues like “not fit for purpose”, compatibility to the
living environment and diverse aspects of disability, care provid-
ers should be tasked to evaluate the nature of disability related
to the care need, living environment in terms of space and
occupancy and most importantly the options available’.
Wynsberghe and Li*® recognized the need for and the impor-
tance of the multidisciplinary approach in the designing and
implementation of the AI ecosystems. The inclusion of health
care providers voices due to their experiences and their overall
conceptual perception of the technology. To add to this, Murphy
et al.®® maintained that inclusive engagement in the development
of ethical Al ecosystems helped in curbing potential bias.

Discussion

This integrated review revealed the existences of IFs and threats
to the integrity of older people when digital health ecosystems
are deployed in caring for older people. Deployment of dig-
ital heath technologies in elderly care could lead to the aris-
ing of IFs like social isolation, user unfriendliness, privacy
violation, autonomy threat, biases and errors, technology induced
anxiety and the extra workload. The management of IFs was not
explicitly discussed in most of the articles. However, the evi-
dence pointed out a twofold approach in ensuring adherence
to ethical values in the designing and deployment of these tech-
nologies. First, there is a need to empower designers, developers,
and healthcare professionals on digital ethical competencies
and secondly, the deliberate need to include end-users’
preferences to allow co-creation of tailor-made digital health
ecosystems.

Enormous responsibility lies in the hands of designers and devel-
opers producing ethically responsible devices. Privacy vio-
lation was elaborately reported on most of the digital health
devices. The breach and invasion of privacy could lead to the
unlawful exposure of sensitive personal data consequently
causing the violation of the right of personal privacy. In most
of the studies, end-users were reported having reservations
on the privacy of the devices. For example, placing cameras
in the washrooms and bedrooms* while others* argued that
information like sleeping patterns and bedroom habits is per-
sonal information which should not be shared with anyone. In
agreement with these findings, Schicktanz and Schweda®, high-
lighted the ability of the technologies to constantly monitor
the individual at the same time transmitting unfiltered
information. However, this could be managed at the design
stage by ensuring that devices are the less obtrusive and use of
sensors instead of cameras and putting emphasis on privacy
preserving techniques*’. However, under the SHAPES privacy and
data protection, Sarlio-Siintola et al.*®> demonstrated the
implementation of data privacy right from the design under
the guiding principle “privacy by design and default” and
implementation the general data protection regulations and data
governance.

The user unfriendliness of the devices could affect the end-
user’s safety and security. For instance, older people with health
limitations and varying self-efficacy raised concerns about
the design nature of the devices e.g., size, weight, and screen
resolution”>. Another study Karlsen er al.** revealed untidiness
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and unpleasant sound effect from the telecare installations. Simi-
larly, the unintended additional workload was reported from
the care givers perspective. For instance, caregivers were able
to do extra work guiding the older adults on how to use the tech-
nology while nurses using eMAR reported the technology add-
ing more administrative tasks, which were not originally on
their responsibility list*>. This was attributed to the omission of
the end-users in the designing of the devices. In agreement with
these findings, Mbunge and associates®® indicated that complexi-
ties in device design could result in user unfriendliness. This
study was emphasizing the importance of the multidisciplinary
approach in the designing and implementation of the Al eco-
systems e.g., the inclusion of health care providers voices due
to their experiences and their overall conceptual perception
of the technology.

On the infringement of autonomy and independence of older
people, evidence indicated older people were constantly
requested and reminded to use wearable alarm devices even
though they did not want to use hence risking manipulating
and coercing. Findings revealed older people had to yield their
independence especially when the technology in use was home
bound limiting free movement. As a result, this study demon-
strated the need to shift the focus to the person-centred approach
enabling the production of tailored devices meeting the spe-
cific needs and preferences of an individual and conforms to
the specific home environment. Similarly, Sarlio-Siintola
et al.® reaffirmed this finding by indicating that within the
SHAPES platforms, older people will play a centre stage when it
comes to the decisions affecting their lives. Mbunge, and
associates®® also insisted on the stakeholder engagement and
involvement during the designing and development of digital
technologies. The SHAPES’ right to the integrity of a person
agrees with these findings. For instance, within SHAPES digital
platforms, the physical and mental integrity of an individual is
guaranteed by obtaining free and informed consent from
the end-users regarding their participation in research care
delivery, and ability of the older people to choose the digital
platform™.

Deception due to the dehumanization of older people’s care
risks violating dignity and integrity. The findings revealed
Al-enabled digital ecosystems, especially care robots could
treat humans as objects instead of moral subjects. These devices
risk manipulating and coercing end-users into believing that
they are “real” caregivers. To build on this, European Union
parliament® insisted on human contact as one of the funda-
mental elements of care to avoid the dehumanization of care
by substituting the care workers with assistive robots. To rem-
edy this, Zardiashvili and Fosch-Villaronga® emphasized the
need to protect human dignity as an ultimate virtue which all
human rights are based on. However, using capability approach
perspective while referring to Nussbaum’s work, Sharkey’
indicated that dignity as virtue is inherent to every individual
although some lack capabilities due to disabilities. In this situ-
ation, human dignity should be protected and upheld using
assistive technologies to enable them to achieve the “minimum
level of self-worth”. The capability ethics of Martha Nussbaum
reveals the core of the SHAPES project “by taking into
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account their (older persons’) capabilities to function, so that
there will be no burden for, e.g., vulnerable participants or
any risk for stigmatization.”™

Responsibility and accountability issues emerged as a threat
to integrity to older adults using digital health ecosystems. For
instance, determining responsibility and culpability in the case
of errors or harm towards the end user could be difficult espe-
cially when autonomous devices like robots are deployed.
Similar doubts were cast on liability ownership in case of
harm®. Authors demonstrated issues of accountability with
unresolved situations whenever care robots harmed or made
errors on the care receiver. This study of Spagnoletti, Resca and
Lee however recognized that Al systems cannot take respon-
sibility for any violation caused during service delivery hence
the need for an entity responsible for the actions. In addi-
tion, an inventory of devices should be made to identify when a
device is on the wrong hands, and to ascertain legal
ownership.

The principle of justice entails treating individuals fairly as
well as respecting their rights. However, the deployment of
digital health ecosystems in older people’s care could lead to
discrimination and marginalization. For instance, two distinct
elements of discrimination that emerged were algorithm biases
related to skewness in the data collection and breach of data
privacy. Similarly, one study® demonstrated discrimination
due to algorithm biases is well documented in health care. To
tackle algorithm biases and errors, there is a need for setting
standards and methodological best practices during data col-
lection analysis, and evaluation prior to designing to avoid
skewness in the distortion of data. Furthermore, one study
was emphasizing the establishment of multidisciplinary team
with the responsibility carrying out checks on the algorithm
opaqueness to deliver privacy conscious systems®.

Although the digital health ecosystem, especially robots are
considered offering companionship to the older people, this
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study revealed their possibilities to hamper companionship by
reducing the amount of time human caregiver spends with the
older people and by replacing the human caregivers. Contrary to
this, Vercelli and associates®’ demonstrated the ability of care
robots in solving solitude and loneliness problems amongst
older people. Moreover, the use of technology was associ-
ated with fragility and helplessness. This created a negative
connotation and stigma towards the end-users thus predispos-
ing them to anxiety. It was also revealed that the technology
induced anxiety by acting as a constant reminder of ailments and
disability. Similar findings of two studies®*?, indicated older
people who are vulnerable and using technology are likely to
face discrimination and stigmatization. These challenges are
well taken care of in the ethical guidelines of the SHAPES
project™. In addition to implementing the well-documented
SHAPES guidelines, we made four recommendations for future
projects as shown in Table 1.

Data availability

Underlying data

Zenodo: Data for Tanui and Aholaakko 2023 Incidental
findings in development and use of digital, https://doi.org/10.5281/
zenodo. 10468058,

Reporting guidelines

Zenodo: PRISMA checklist for ‘Incidental findings in
development and use of digital health ecosystems for older
people’, https://doi.org/10.5281/zenodo.10468058.

Data are available under the terms of the Creative Commons
Attribution 4.0 International license (CC-BY 4.0).

Acknowledgements

The authors acknowledge the SHAPES-project’s coordina-
tor in Laurea UAS, Finland, Sari Sarlio-Siintola for all the
encouragement during this writing process.

1. Tanui AK: Ethical management of incidental findings related to
development and use of digital health platforms for older people. Masters’
Thesis, Laurea University of Applied Sciences, Finland, 2022; (Accessed 22
March 2023).

Reference Source

2. Sarlio-Siintola S, Aalto J, Alapuranen N, et al.: Smart and Healthy Aging
through People Engaging in supporting Systems. D8.4. SHAPES Ethical
Framework. (Accessed 26 October 2023).

Reference Source

3. Seidel K, Labor M, Lombard-Vance R, et al.: Implementation of a pan-
European ecosystem and an interoperable platform for Smart and Healthy
Ageing in Europe: An Innovation Action research protocol [version 1; peer
review: 3 approved]. Open Res Eur. 2022; 2: 85.

PubMed Abstract | Publisher Full Text | Free Full Text

4. Horizon 2020 Programme, Guidance How to complete your ethics self-
assessment. European Commission, Directorate-General for Research &
Innovation, version 6.1. 2019; (Accessed16 November 2023).

Reference Source

5. United Nations (UN): World population prospects 2019. (Accessed 22 March
2023).
Reference Source

6.  World Health Organization (WHO): Decade of Health Aging: Baseline report.
2020; (Accessed 1April 2023).
Reference Source

7. Panico F, Cordasco G, Vogel C, et al.: Ethical issues in assistive ambient living
technologies for ageing well. Multimed Tools Appl. 2020; 79: 36077-36089.
Publisher Full Text

8. Lenca M, Schneble C, Kressig RW, et al.: Digital health interventions for
health ageing: A qualitative user evaluation and ethical assessment. BMC
Geriatr. 2021; 21(1): 412.
PubMed Abstract | Publisher Full Text | Free Full Text

9. Morris ME, Adair B, Miller K, et al.: Smart-Home technologies to assist older
people to live well at home. Aging Sci. 2013; 1(1): 1.
Publisher Full Text

10.  Silva T, Mamillon C, Bogdos G, et al.: Smart and Health Aging through People
Engaging in Support Systems (SHAPES). D5.2- SHAPES digital solutions V1.
(Accessed 1 April 2023).
Reference Source

11.  Sorel T, Draper H: Robot carers, ethics, and older people. Ethics Inf Technol.
2014; 16: 183-195.
Publisher Full Text

12.  Limen H, Hill-Cawthorne, Niezen M, et al.: Technologies in care for the older

Page 10 of 12


https://www.theseus.fi/bitstream/handle/10024/785923/Tanui_Asbel.pdf?sequence=2
https://shapes2020.eu/wp-content/uploads/2020/11/D8.4-SHAPES-Ethical-Framework.pdf
http://www.ncbi.nlm.nih.gov/pubmed/37645338
http://dx.doi.org/10.12688/openreseurope.14827.1
http://www.ncbi.nlm.nih.gov/pmc/articles/10446093
http://ec.europa.eu/research/participants/data/ref/h2020/grants_manual/hi/ethics/h2020_hi_ethics-self-assess_en.pdf
https://population.un.org/wpp/publications/files/wpp2019_highlights.pdf
https://www.who.int/publications/i/item/9789240017900
http://dx.doi.org/10.1007/s11042-020-09313-7
http://www.ncbi.nlm.nih.gov/pubmed/34215209
http://dx.doi.org/10.1186/s12877-021-02338-z
http://www.ncbi.nlm.nih.gov/pmc/articles/8252216
http://dx.doi.org/10.4172/2329-8847.1000101
https://shapescdn.blob.core.windows.net/$web/deliverables/D5.2 SHAPES Digital Solutions_v1.0.pdf
http://dx.doi.org/10.1007/s10676-014-9344-7
https://doi.org/10.5281/zenodo.10468058
https://doi.org/10.5281/zenodo.10468058
https://doi.org/10.5281/zenodo.10468058
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

people: EPTA report 2019. EPTA_report_ 2019.pdf (eptanetwork.org) (Accessed
1 April 2023).
Reference Source

Oxford learners’ dictionary online. (Accessed 1 April 2023).
Reference Source

Presidential Commission for the study of Biomedical issues: For the
researches: Incidental and Secondary Findings. 2016; (Accessed 1 April
2023).

Reference Source

Coiera E, Ash J, Berg M: The unintended Consequences of Health
Information Technology Revisited. Yearb Med Inform. 2016; (1): 163-9.
PubMed Abstract | Publisher Full Text | Free Full Text

Markopoulou D, Papakonstantinopou V: A universal cyber security toolkit
for health care: European Union (EU) D1.6 incidental findings policy 2019.
Incidental Findings Policy. Zenodo. (Accessed 1 April 2023).

Reference Source

Pols J, Willems D: Innovation and evaluation: Taming and unleashing
telecare technology. Sociol Health illn. 2011; 33(3): 484-498.
PubMed Abstract | Publisher Full Text

Donaghy E, Atherton H, Hammersley V, et al.: Acceptability, benefits, and
challenges of video consulting: A qualitative study in primary care. Br/
Gent Pract. 2019; 29(69): e586-e594.

PubMed Abstract | Publisher Full Text | Free Full Text

Zeibland S, Hyde M, Powell J: Power, paradox and pessimism: on the
unintended consequences of digital health technologies in primary care.
Soc Sci Med. 2021; 289: 114419.

PubMed Abstract | Publisher Full Text

Boada JB, Maestre RB, Genis CT: The ethical issues of social assistive
robotics: A critical literature review. J Tech Soc. 2021; 67: 101726.
Publisher Full Text

Royakkers L, Timmer J, Kool L, et al.: Societal and ethical issues of
digitization. Ethics Inf Technol. 2018; 20: 127-142.
Publisher Full Text

Pirhonen J, Melkas H, Laitinen A, et al.: Could robots strengthen the sense of
autonomy of older people residing in assisted living facilities? A future-
oriented study. Ethics Inf Technol. 2020; 22: 151-162.

Publisher Full Text

Sharkey A, Sharkey N: Granny and the robots: Ethical issues in robot care for
the elderly. Ethics Inf Technol. 2012; 14: 27-40.

Publisher Full Text

Mansouri N, Goher K, Hosseini SE: Ethical framework of assistive devices:
Review and reflection. Robotics Biomim. 2017; 4(1): 19.

PubMed Abstract | Publisher Full Text | Free Full Text

Heidel A, Hagist C: Potential Benefits and Risks Resulting From the
Introduction of Health Apps and Wearables Into the German Statutory
Health Care System: Scoping Review. JMIR Mhealth Uhealth. 2020; 8(9):
e16444.

PubMed Abstract | Publisher Full Text | Free Full Text

Van Maris A, Zook N, Dagromadzi S, et al.: A new perspective on Robot ethics
through investigating human-robot interactions with older adults. App/ Sci.
2021; 11(21): 10136.
Publisher Full Text

Alaiad A, Zhou L: The determinants of home healthcare robots adoption: An
empirical investigation. Int / Med Inform. 2014; 83(11): 825-840.
PubMed Abstract | Publisher Full Text

Gasser U, Ienca M, Scheibner J, et al.: Digital tools against COVID-19:
taxonomy, ethical challenges, and navigation aid. Lancet Digit Health. 2020;
2(8): e425-e434.

PubMed Abstract | Publisher Full Text | Free Full Text

Russ S, Sevdalis N, Ocloo J: A Smartphone App Designed to Empower
Patients to Contribute Toward Safer Surgical Care: Qualitative Evaluation
of Diverse Public and Patient Perceptions Using Focus Groups. JMIR Mhealth
Uhealth. 2021; 9(4): e24065.

PubMed Abstract | Publisher Full Text | Free Full Text

Clark K, Duckham M, Guillemin M, et al.: Advancing the ethical use of digital
data in human research: Challenges and strategies to promote ethical
practice. Ethics Inf Technol. 2019; 21: 59-73.

Publisher Full Text

Shukat M, McCaldin D, Wang K, et al.: Unintended consequences of wearable
sensor use in healthcare. Yearb Med Inform. 2016; 25(01): 73-86.
PubMed Abstract | Publisher Full Text | Free Full Text

Christenhusz GM, Devreiendt K, Dierickx K: Disclosing incidental findings in
genetics contexts: A review of empirical ethical research. Eur / Med Gen.
2013; 56(10): 529-540.

PubMed Abstract | Publisher Full Text

Bunnick EM, van Bodegom L, Pinxten W, et al.: Ethical framework for the
detection, management, and communication of incidental findings in
imaging studies, building on an interview study of researchers’ practices
and perspectives. BVIC Med Ethics. 2017; 18(1): 10.

PubMed Abstract | Publisher Full Text | Free Full Text

Whittemore R, Knafl K: The integrative review: Updated methodology. / Adv
Nurs. 2005; 52(5): 546-553.
PubMed Abstract | Publisher Full Text

Koivunen M, Saranto K: Nursing professionals’ experiences of facilitators

36.

37.

38.

39.

40.

41.

42,

43.

44.

45,

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

Open Research Europe 2024, 4:70 Last updated: 24 JUN 2024

and barriers to the use of telehealth applications: a systematic review of
qualitative studies. Scand J Caring Sci. 2018; 32(1): 24-44.
PubMed Abstract | Publisher Full Text

Cooper K, Alexander L, Swinton P: Smart technologies: The challenges and
the potential for addressing falls. JBI Evid Synth. 2021; 19(10): 2476-2477.
PubMed Abstract | Publisher Full Text

Moher D, Liberati A, Tetzlaff J, et al.: Preferred Reporting Items for Systematic
Reviews and Meta-Analyses: The PRISMA Statement. PLoS Med. 2009; 6(7):
€1000097.

PubMed Abstract | Publisher Full Text | Free Full Text

Page MJ, McKenzie JE, Bossuyt PM, et al.: The PRISMA 2020 statement: an
updated guideline for reporting systematic reviews. BMJ. 2021; 372: n71.
PubMed Abstract | Publisher Full Text | Free Full Text

Baethge C, Goldbeck-Wood S, Mertens S: SANRA—a scale for the quality
assessment of narrative review articles. Res Integr Peer Rev. 2019; 4: 5.
PubMed Abstract | Publisher Full Text | Free Full Text

Von Elm E, Altman DG, Egger M, et al.: The Strengthening the Reporting of
Observational Studies in Epidemiology (STROBE) Statement:

guidelines for reporting observational studies. Int/ Surg. 2014; 12(12):
1495-9.

Atkins C, Sampson J: Critical Appraisal Guidelines for Single Case Study
Research. ECIS2002; 6: 100-109.
Reference Source

Macdonald M, Martin-Misener R, Weeks L, et al.: Assistive technologies that
support social interaction in long-term care homes: a scoping review
protocol. /BI Evid Synth. 2020; 18(3): 592-598.

PubMed Abstract | Publisher Full Text

Murphy K, Di Ruggiero E, Upshur R, et al.: Artificial intelligence for good
health: a scoping review of the ethics literature. BMC Med Ethics. 2021;
22(1): 14.

PubMed Abstract | Publisher Full Text | Free Full Text

Karlsen C, Ludvigsen MS, Moe CE, et al.: Experiences of community-dwelling
older adults with the use of telecare in home care services: a qualitative
systematic review. /BI Database System Rev Implement Rep. 2017; 15(12):
2913-2980.

PubMed Abstract | Publisher Full Text

Airola E: Learning and Use of eHealth Among Older Adults Living at Home
in Rural and Nonrural Settings: Systematic Review. / Med Internet Res. 2021;
23(12): €23804.

PubMed Abstract | Publisher Full Text | Free Full Text

Saheb T, Saheb T, Carpenter DO: Mapping research strands of ethics of
artificial intelligence in healthcare: A bibliometric and content analysis.
Comput Biol Med. 2021; 135: 104660.

PubMed Abstract | Publisher Full Text

Haque A, Milstein A, Fei-Fei L: Iluminating the dark spaces of healthcare
with ambient intelligence. Nature. 2020; 585(7824): 193-202.
PubMed Abstract | Publisher Full Text

Rahwan I, Cebrian M, Obradovich N, et al.: Machine behaviour. Nature. 2019;
568(7753): 477-486.
PubMed Abstract | Publisher Full Text

Hunkin H, King DL, Zajac IT: Wearable devices as adjuncts in the treatment
of anxiety-related symptoms: A narrative review of five device modalities
and implications for clinical practice. Clin Psychol: Sci Pract. 2019; 26(3):
€12290.

Publisher Full Text

Van Wynsberghe A, Li S: A paradigm shift for robot ethics: From HRI to
human-robot-system interaction (HRSI). Medicoleg Bioeth. 2019; 9: 11-21.
Publisher Full Text

Karnehed S, Erlandsson LK, Norell Pejner M: Nurses’ Perspectives on an
Electronic Medication Administration Record in Home Health Care:
Qualitative Interview Study. JMIR Nurs. 2022; 22: 5(1): e35363.

PubMed Abstract | Publisher Full Text | Free Full Text

Hamilton C, Swart W, Stokes GM: Developing a Measure of Social, Ethical,
and Legal Content for Intelligent Cognitive Assistants. /SIS. 2021; 16(3).
Publisher Full Text

Spagnoletti P, Resca A, Lee G: A Design Theory for Digital Platforms
Supporting Online Communities: A Multiple Case Study. / Inform Techno.
2015; 30(4): 364-380.

Publisher Full Text

Schicktanz S, Schweda M: Aging 4.0? Rethinking the ethical framing of
technology-assisted eldercare. Hist Philos Life Sci. 2021; 43(3): 93.
PubMed Abstract | Publisher Full Text | Free Full Text

Sarlio-Siintola S, Ferri D, Nikula K, et al.: Smart and Healthy Ageing through
People Engaging in Supportive Systems. D8.14 - Final SHAPES Ethical
Framework, (Accessed April 2023).

Reference Source

Natarajan R, Lokesh GH, Flammini F, et al.: A Novel Framework on Security
and Energy Enhancement Based on Internet of Medical Things for
Healthcare 5.0. Infrastructures. 2023; 8(2): 22.

Publisher Full Text

European parliament: Motion for a European parliament with resolutions: A
report with the recommendations to the commission on civil law rules on
robotics. Report number A8-0005/2017A, 27 January 2017.

Reference Source

Page 11 of 12


https://eptanetwork.org/images/documents/minutes/EPTA_report_2019.pdf
https://www.oxfordlearnersdictionaries.com/definition/english/incidental_1?q=incidental
https://bioethicsarchive.georgetown.edu/pcsbi/sites/default/files/Researcher Primer Incidental Findings 10.30.16.pdf
http://www.ncbi.nlm.nih.gov/pubmed/27830246
http://dx.doi.org/10.15265/IY-2016-014
http://www.ncbi.nlm.nih.gov/pmc/articles/5171576
https://zenodo.org/record/3521641
http://www.ncbi.nlm.nih.gov/pubmed/21241338
http://dx.doi.org/10.1111/j.1467-9566.2010.01293.x
http://www.ncbi.nlm.nih.gov/pubmed/31160368
http://dx.doi.org/10.3399/bjgp19X704141
http://www.ncbi.nlm.nih.gov/pmc/articles/6617540
http://www.ncbi.nlm.nih.gov/pubmed/34619631
http://dx.doi.org/10.1016/j.socscimed.2021.114419
http://dx.doi.org/10.1016/j.techsoc.2021.101726
http://dx.doi.org/10.1007/s10676-018-9452-x
http://dx.doi.org/10.1007/s10676-019-09524-z
http://dx.doi.org/10.1007/s10676-010-9234-6
http://www.ncbi.nlm.nih.gov/pubmed/29201602
http://dx.doi.org/10.1186/s40638-017-0074-2
http://www.ncbi.nlm.nih.gov/pmc/articles/5688189
http://www.ncbi.nlm.nih.gov/pubmed/32965231
http://dx.doi.org/10.2196/16444
http://www.ncbi.nlm.nih.gov/pmc/articles/7542416
http://dx.doi.org/10.3390/app112110136
http://www.ncbi.nlm.nih.gov/pubmed/25132284
http://dx.doi.org/10.1016/j.ijmedinf.2014.07.003
http://www.ncbi.nlm.nih.gov/pubmed/32835200
http://dx.doi.org/10.1016/S2589-7500(20)30137-0
http://www.ncbi.nlm.nih.gov/pmc/articles/7324107
http://www.ncbi.nlm.nih.gov/pubmed/33830062
http://dx.doi.org/10.2196/24065
http://www.ncbi.nlm.nih.gov/pmc/articles/8063097
http://dx.doi.org/10.1007/s10676-018-9490-4
http://www.ncbi.nlm.nih.gov/pubmed/27830234
http://dx.doi.org/10.15265/IY-2016-025
http://www.ncbi.nlm.nih.gov/pmc/articles/5171570
http://www.ncbi.nlm.nih.gov/pubmed/24036277
http://dx.doi.org/10.1016/j.ejmg.2013.08.006
http://www.ncbi.nlm.nih.gov/pubmed/28166795
http://dx.doi.org/10.1186/s12910-017-0168-y
http://www.ncbi.nlm.nih.gov/pmc/articles/5294804
http://www.ncbi.nlm.nih.gov/pubmed/16268861
http://dx.doi.org/10.1111/j.1365-2648.2005.03621.x
http://www.ncbi.nlm.nih.gov/pubmed/28771752
http://dx.doi.org/10.1111/scs.12445
http://www.ncbi.nlm.nih.gov/pubmed/34645773
http://dx.doi.org/10.11124/JBIES-21-00325
http://www.ncbi.nlm.nih.gov/pubmed/19621072
http://dx.doi.org/10.1371/journal.pmed.1000097
http://www.ncbi.nlm.nih.gov/pmc/articles/2707599
http://www.ncbi.nlm.nih.gov/pubmed/33782057
http://dx.doi.org/10.1136/bmj.n71
http://www.ncbi.nlm.nih.gov/pmc/articles/8005924
http://www.ncbi.nlm.nih.gov/pubmed/30962953
http://dx.doi.org/10.1186/s41073-019-0064-8
http://www.ncbi.nlm.nih.gov/pmc/articles/6434870
https://aisel.aisnet.org/ecis2002/15/
http://www.ncbi.nlm.nih.gov/pubmed/32197019
http://dx.doi.org/10.11124/JBISRIR-D-19-00135
http://www.ncbi.nlm.nih.gov/pubmed/33588803
http://dx.doi.org/10.1186/s12910-021-00577-8
http://www.ncbi.nlm.nih.gov/pmc/articles/7885243
http://www.ncbi.nlm.nih.gov/pubmed/29219874
http://dx.doi.org/10.11124/JBISRIR-2017-003345
http://www.ncbi.nlm.nih.gov/pubmed/34860664
http://dx.doi.org/10.2196/23804
http://www.ncbi.nlm.nih.gov/pmc/articles/8686468
http://www.ncbi.nlm.nih.gov/pubmed/34346319
http://dx.doi.org/10.1016/j.compbiomed.2021.104660
http://www.ncbi.nlm.nih.gov/pubmed/32908264
http://dx.doi.org/10.1038/s41586-020-2669-y
http://www.ncbi.nlm.nih.gov/pubmed/31019318
http://dx.doi.org/10.1038/s41586-019-1138-y
http://dx.doi.org/10.1111/cpsp.12290
http://dx.doi.org/10.2147/MB.S160348
http://www.ncbi.nlm.nih.gov/pubmed/35452400
http://dx.doi.org/10.2196/35363
http://www.ncbi.nlm.nih.gov/pmc/articles/9077506
http://dx.doi.org/10.33423/jsis.v16i3.4438
http://dx.doi.org/10.1057/jit.2014.37
http://www.ncbi.nlm.nih.gov/pubmed/34342739
http://dx.doi.org/10.1007/s40656-021-00447-x
http://www.ncbi.nlm.nih.gov/pmc/articles/8332600
https://shapes2020.eu/wp-content/uploads/2022/01/D8.14-SHAPES-Ethical-Framework-Final-Version.pdf
http://dx.doi.org/10.3390/infrastructures8020022
https://www.europarl.europa.eu/doceo/document/A-8-2017-0005_EN.html

58.

59.

60.

Zardiashvili L, Fosch-Villaronga E: “Oh, Dignity too?” Said the Robot: Human
Dignity as the Basis for the Governance of Robotics. Minds Mach. 2020; 30:
121-143.

Publisher Full Text

Sharkey A: Robots and human dignity: A consideration of the effects of
robot care on the dignity of older people. Ethics Inf Technol. 2014; 16: 63-75.
Publisher Full Text

Sun N, Esom K, Dhaliwal M, et al.: Human Rights and Digital Health
Technologies. Health Hum Rights. 2020; 22(2): 21-32.
PubMed Abstract | Free Full Text

61.

62.

63.

Open Research Europe 2024, 4:70 Last updated: 24 JUN 2024

Vercelli A, Innocenzo R, Ludovico C, et al.: Robots in Elderly Care. DigitCult

- Scientific Journal on Digital Cultures. 2017; 2(2): 37-50.

Publisher Full Text

Pal D, Funilkul S, Charoenkitkarn N, et al.: Internet-of-Things and Smart
Homes for Elderly Healthcare: An End User Perspective. In: IEEE Access. 2018;
6: 10483-10496.

Publisher Full Text

Tanui AK, Aholaakko TK: Data for Tanui and Aholaakko 2023 Incidental
findings in development and use of digital [Data set]. Zenodo. 2024.
http://www.doi.org/10.5281/zenodo.10468058

Page 12 of 12


http://dx.doi.org/10.1007/s11023-019-09514-6
http://dx.doi.org/10.1007/s10676-014-9338-5
http://www.ncbi.nlm.nih.gov/pubmed/33390689
http://www.ncbi.nlm.nih.gov/pmc/articles/7762914
http://dx.doi.org/10.4399/97888255088954
http://dx.doi.org/10.1109/ACCESS.2018.2808472
http://www.doi.org/10.5281/zenodo.10468058

