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ABSTRACT 
This research develops a system dynamics model to represent the complex process of technology and knowledge 
transfer from academic research to product commercialization. The study aims to establish mathematical relationships 
between key variables within this process and link them to the Technology Readiness Level (TRL). Employing a sys-
tem dynamics (SD) approach, a causal loop diagram (CLD) visualizes cause-and-effect relationships, while a stock 
and flow diagram (SFD) models the quantitative interactions between variables. Simulations were conducted to ana-
lyze the effects of various scenarios on TRL progression and associated activities. The SD approach effectively cap-
tures the dynamic complexity inherent in technology transfer, including feedback loops, time delays, and non-linear 
interactions. Simulation results indicate a 24–26-month timeframe for advancing from TRL 1 (basic research) to TRL 
9 (commercialization), with a projected 7.5-year payback period. While lower product prices reduce the break-even 
point, they have minimal impact on TRL progression. The simulations further demonstrate how diverse scenarios and 
policy interventions influence TRL advancement and the outcomes of technology and knowledge transfer activities. 
This study's findings suggest that the developed dynamic systems model offers a valuable tool for policymakers, uni-
versity administrators, and industry stakeholders to design and evaluate strategies for accelerating innovation com-
mercialization. It provides a mechanism for assessing the impact of policy choices on both commercialization time-
lines and the financial performance of new products. The research uniquely integrates TRL with key technology trans-
fer activities within a unified SD framework, offering a novel perspective on how policy decisions can influence the 
success of technology transfer and commercialization. 
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1. INTRODUCTION 

There has been an increasing pressure on universities 
or higher education institutions (HEIs) to incorporate into 
their traditional functions and responsibilities (i.e., teaching 
and research as the first and second mission) a third mis-
sion, portrayed as “a contribution to society” (Abreu et al., 
2016; Urdari et al., 2017) or also commonly known as 
“technology and knowledge transfer” (Branscomb et al., 
1999; Etzkowitz, 1998). The third mission is a broad term 
that encompasses all types of university activities outside 
of academic environments (Molas-Gallart and Castro-
Martínez, 2007). It is arranged separately from the first two 
missions and is an addition to the conventional operations 
of institutions. By transmitting knowledge and technology 
to business and society at large, higher education institu-
tions (HEIs) involved in this third mission activity are turn-
ing into engines that promote social and economic progress 
(Agasisti et al., 2019; De Jong et al., 2014; Secundo et al., 
2016). Consequently, as a result of the positive impact of 
the third mission on social and economic development (see 
Rubens et al., 2017, for the review of the varied economic 
and social benefits of HEIs conducting third mission activi-
ties), research on technology and knowledge transfer has 
received considerable and growing attention, not only 
among scholars, but also among managers and entrepre-
neurs (e.g., Algieri et al., 2013; Bozeman et al., 2015; Ca-
paldo et al., 2016; Good et al., 2019; Lee et al., 2016; Su et 
al., 2015; Yoon, 2017). 

In the technology and knowledge transfer process, 
commonly, there are four stages. The initial stage, known 
as basic research, is vital to a product's market success. 
This initial stage focuses on fundamental scientific inqui-
ries and exploratory studies aimed at generating new 
knowledge (Bozeman et al., 2015). The solution from the 
first step will be moved to the second stage, which is 
technological development. In this phase, research find-
ings are translated into tangible prototypes or technolo-
gies. This stage often involves iterative testing, refining, 
and validation of concepts, where early-stage innovations 
begin to take shape (Rubens et al., 2017). In the technol-
ogy commercialization stage, as technology reaches a 
certain level of maturity, efforts shift towards bringing it 
to the market. This includes preparing for production, 
addressing regulatory requirements, and developing mar-
keting strategies. The final stage (i.e., market industry) 
involves the actual launch and commercialization of the 
product. Here, the focus is on market penetration, cus-
tomer acquisition, and competition with existing products 
(Etzkowitz, 1998). Successful transition through the pre-
vious stages significantly impacts a product's ability to 
capture market share and generate revenue. 

Pujotomo et al. (2023) attempted to link between 
these stages with the technology readiness level (TRL). It is 
a type of measurement system used to assess the maturity 

level of a particular technology (Mankins, 1995). TRLs 
range from 1 (basic principles observed) to 9 (actual sys-
tem proven in operational environment). Understanding the 
TRL allows stakeholders to gauge the technology's readi-
ness for market entry and investment, guiding decisions on 
resource allocation and development efforts. 

Activities in the technology and knowledge transfer 
process are considered as dynamic processes that happen 
in a highly complex environment. They involve numerous 
interactions within HEI and with the external environ-
ment (e.g., industries). Time lag may also occur between 
actions and results, adding complexity to the processes, 
especially regarding consequences of one policy.  

Despite the growing emphasis on technology and 
knowledge transfer, existing models often fall short in 
capturing the complexities involved. Most studies have 
focused on individual aspects of the transfer process, neg-
lecting nonlinear interactions, feedback loops, and time 
delays characteristic of real-world scenarios. As a result, 
there is a lack of comprehensive dynamic models that in 
particular, link TRL with activities in the technology and 
knowledge transfer process.  

While previous research has investigated various 
elements of technology and knowledge transfer, there 
remains a significant gap in modeling that integrates TRL 
and activities in technology and knowledge transfer with-
in a unified framework. Many existing studies utilize stat-
ic models or overlook the dynamic interactions inherent 
in the transfer process. This study addresses this gap by 
developing a system dynamics (SD) model that simulates 
the interactions between TRL development and invest-
ment dynamics, providing insights into how different 
policies can affect commercialization outcomes. 

The features of SD are dynamics, tightly coupled, 
feedback-oriented, nonlinear, self-organizing, adaptive, 
history-dependent, policy resistant, counterintuitive, and 
characterized by trade-offs (Xia et al., 2018). Given that 
activities in the technology and knowledge transfer 
process exhibit a large number of the abovementioned 
features, this study then aims to provide an SD perspec-
tive of activities in these two stages that can be used to 
capture the essence of this dynamic complexity. We con-
struct an SD model that offers a theoretical explanation of 
the inherent critical dynamic complexities regarding ac-
tivities in the technology and knowledge transfer process. 
Our suggested framework provides insights that may be 
implemented by academics and entrepreneurs to enhance 
the effective transfer of technical discoveries from aca-
demic research to the commercial market. 

The following research questions are posed: 
1. How can the SD framework be used to model the 

technology and knowledge transfer process from 
research to commercialization? 

2. How do changes in variables such as resource al-
location and product pricing affect the develop-
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ment of TRL and activities in the technology and 
knowledge transfer process? 

3. What insights can be gained from modeling poli-
cy scenarios to accelerate the commercialization 
of academic research? 
 

Our study offers the following contributions to litera-
ture. First, we propose a comprehensive framework that 
integrates activities in the technology and knowledge 
transfer process into the SD framework. Previous related 
research (see Section 2) did not embrace these activities 
into their SD model. Second, we link TRL and activities 
in the technology and knowledge transfer process into the 
SD model. Finally, we do a simulation to give an illustra-
tion of how SD can be used to model different policies 
and their outputs. 

The remainder of this paper is structured as follows. 
In the next section, a literature review is presented. Sec-
tion 3 shows the model development in the SD frame-
work, including causal loop diagram (CLD) and stock and 
flow diagram (SFD). Section 4 presents the simulation 
result; and finally, the last section concludes. 

2. LITERATURE REVIEW 

To see previous and related research in this research 
area, especially that employed the SD framework, we 
look for articles in the Scopus database (https:// 
www.scopus.com/), following Mongeon and Paul-Hus 
(2016), who mentioned, “Scopus includes most of the 
journals indexed in WoS [Web of Science].” We use this 
search query: TITLE-ABS-KEY ((“system dynamic*”) 
AND (universit* OR education) AND (“technology trans-
fer” OR “knowledge transfer” OR “technology licens-
ing”)) AND (LIMIT-TO (SRCTYPE, “j”)) AND (LIMIT-
TO (DOCTYPE, “ar”))1. Therefore, articles whose title, 
abstract, or keywords contain the search query would be 
extracted. For quality assurance, document types are li-
mited to peer-reviewed articles published in journals, as 
these sources are the most beneficial for literature reviews 
(Saunders et al., 2012). From a pragmatic viewpoint, only 
English-language articles are included. 

The search yields only 8 articles. This low yield 
might indicate that this research area is under-studied. 
From those 8 articles, we only discuss 5 articles since the 
article from Zhai (2013), Wu and Shang (2019), and 
Krivtsov et al. (2023) are considered as not relevant. Zhai 
(2013) used the knowledge transfer theory to establish a 
system dynamics model of knowledge transfer in engi-
neering education without involving the technology trans-
fer office; Wu and Shang (2019) discussed the tacit know-

                                                           
1 The asterisk (*) is the wildcard and will search for any word that 

starts with what we have before it. 

ledge transfer process in massive open online courses; 
Krivtsov et al. (2023) presented a concise hands-on 
course on SD modelling and systems thinking and discuss 
its potential developments. 

To explore the state of research related to the tech-
nology and knowledge transfer process, particularly em-
ploying SD frameworks, we examined key studies in this 
domain. The existing literature reveals several important 
contributions while highlighting critical gaps that this 
study aims to address. 

Aparicio et al. (2016) highlights the role of innovative 
entrepreneurship in driving economic growth using an SD 
approach. Their model effectively captures feedback me-
chanisms and policy implications but limits its focus to 
macroeconomic outcomes without addressing the micro-
level complexities of technology transfer. Similarly, Hamil-
ton (2017) emphasizes the importance of resource man-
agement in university technology transfer, particularly in 
the context of historically black colleges and universities 
(HBCUs). While the study introduces a robust budgeting 
tool, it neglects broader institutional and relational dynam-
ics, such as collaboration and alignment among stakehold-
ers, which are vital for effective technology transfer. 

Xiao et al. (2018) provided valuable insights into 
knowledge transfer efficiency within university-industry 
collaborations using a social network theory framework. 
However, their study overlooks the dynamic interactions 
and feedback loops inherent in the technology transfer 
process. Wu et al. (2022) focus on synergistic innovation 
between industry and academia, emphasizing information 
flow and trust relationships. Although they shed light on 
critical factors like organizational distance and collabora-
tion, their findings are primarily static and do not account 
for evolving conditions in real-world scenarios. 

Dolmans et al. (2023) offer an in-depth exploration 
of boundary-spanning abilities developed during academ-
ic engagement with industry. While their qualitative find-
ings enrich our understanding of the interpersonal and 
cognitive aspects of knowledge transfer, the absence of 
quantitative modeling leaves a gap in understanding how 
these skills impact measurable outcomes in technology 
transfer. 

Collectively, these studies underscore the multifa-
ceted nature of technology and knowledge transfer, re-
vealing both the challenges and opportunities inherent in 
this process. While methodologies such as SD, social 
network analysis, and qualitative approaches provide val-
uable frameworks for understanding technology transfer, 
the absence of integrated models that capture the dynamic 
interactions and feedback loops remains a critical gap in 
the literature. This synthesis highlights the need for re-
search that combines both qualitative and quantitative 
methods to develop a holistic understanding of technolo-
gy and knowledge transfer processes. Specifically, inte-
grating the insights from these studies into a comprehen-
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sive model that links TRL and activities in the technology 
and knowledge transfer processes could significantly en-
hance the understanding of how various factors impact 
technology commercialization. Such an approach would 
not only contribute to academic discourse but also pro-
vide practical guidance for policymakers and stakeholders 
in optimizing technology transfer strategies. 

Despite the valuable insights offered by these studies, 
significant gaps remain. Many existing models focus on 
specific aspects of the technology transfer process, often 
adopting static approaches that fail to capture the dynamic 
complexity of real-world scenarios. For instance, most stu-
dies do not integrate the concept of TRL with the dynamic 
feedback mechanisms, nonlinear interactions, and time de-
lays that characterize the technology transfer journey. More-
over, limited attention has been paid to the interplay between 
resource allocation, policy decisions, and their impacts on 
TRL advancement. While financial resource planning (Ham-
ilton, 2017) and market conditions (Wu et al., 2022) have 
been explored, the interdependencies between these factors 
and their cumulative effects on technology commercializa-
tion have not been fully addressed. 

This present study then seeks to address these limita-
tions by employing a system dynamics framework to in-
tegrate TRL with the activities involved in technology and 
knowledge transfer. Unlike previous research, this ap-
proach captures the dynamic interactions among stake-
holders, resources, and processes over time. By doing so, 
it provides a more holistic understanding of the chal-
lenges and opportunities in advancing technology from 
research to market. Furthermore, this research adds value 
by exploring how policy scenarios and strategic invest-
ments influence the commercialization timeline and out-
comes. By simulating different allocation strategies and 
market conditions, we aim to offer actionable insights for 
stakeholders in academia, industry, and policymaking. 

3. METHODOLOGY 

This research employs a system dynamics (SD) 
approach, which is particularly suited for capturing the 
complex interactions and feedback loops inherent in the 
technology transfer process. SD was pioneered by Forre-
ster (1958) and later expanded by Sterman (2000), offer-
ing a robust framework for analyzing systems characte-
rized by nonlinear interactions, time delays, and feedback 
mechanisms. The choice of SD aligns with the study's 
objective to model the technology readiness level (TRL) 
progression and its dynamic relationship with activities in 
technology and knowledge transfer. 

SD was first created by Forrester (1958) to use com-
puter simulations to study complicated behaviors in the 
social sciences, particularly in management. Before the 
SD, decisions made about how to approach an issue fre-

quently had unanticipated consequences; for this reason, 
creating a new methodology was urgently needed. Rather 
than the system's variables, the structure in which they are 
impacting one another is blamed for the system's counte-
rintuitive behavior (Sterman, 2000). SD has been mod-
elled to assist the decision-making process in the field of 
supply chain management (e.g., Alamerew and Brissaud, 
2020; Rebs et al., 2019), waste management (e.g., Ar-
diyawan and Ulkhaq, 2024; Liu et al., 2020; Pinha and 
Sagawa, 2020), and agriculture (e.g., Turner et al., 2016; 
Walters et al., 2016).  

The first step in the SD modeling process is to clear-
ly define the problem and objective, as well as understand 
the system boundaries (Sterman, 2000). This study focus-
es on two primary challenges: delays in achieving higher 
TRLs and resource allocation issues in the technology 
transfer process. The delays often stem from technical 
challenges, resource constraints, regulatory hurdles, and 
misaligned stakeholder objectives (Bozeman et al., 2015; 
Aparicio et al., 2015). Resource allocation issues, such as 
valuation uncertainty and lack of investor confidence, 
further complicate the process (Xiao et al., 2018; Wu et 
al., 2022). Addressing these challenges requires a dynam-
ic modeling approach that captures interdependencies and 
provides actionable insights. 

The second step involves constructing a causal loop 
diagram (CLD) to visualize the feedback mechanisms and 
cause-and-effect relationships within the technology 
transfer process. CLDs are commonly used in SD to illu-
strate the structure of complex systems (Sterman, 2000; 
Xia et al., 2018). This study's CLD links critical variables, 
such as research activities, product development, resource 
allocation, and market dynamics, highlighting both rein-
forcing and balancing feedback loops. For instance, a 
balancing loop represents the relationship between prod-
uct development and quality improvement, where re-
source constraints and delays impact the speed of quality 
enhancement (Pinha and Sagawa, 2020; Hamilton, 2017). 

The next step is to develop a stock and flow diagram 
(SFD) to quantify the relationships identified in the CLD. 
SFDs represent accumulations (stocks) and flows over 
time, enabling a detailed analysis of how changes in one 
variable affect the entire system (Sterman, 2000; Bala et 
al., 2018). In this study, the SFD integrates the TRL 
framework (Mankins, 1995) to model the progression of 
technology from basic research (TRL 1) to commerciali-
zation (TRL 9). Key variables such as time delays, re-
source availability, and quality gaps are incorporated to 
simulate realistic conditions. 

The final step involves conducting simulations to 
test various policy and investment scenarios. This step 
leverages the dynamic model to analyze how changes in 
resource allocation, product pricing, and stakeholder 
coordination impact TRL advancement and commerciali-
zation outcomes. For example, the study examines the 
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impact of reduced funding on the time required to reach 
TRL milestones, following similar approaches in prior SD 
applications (Rebs et al., 2019; Ardiyawan and Ulkhaq, 
2024). The results provide insights into strategies for mi-
nimizing delays and optimizing investment flows. 

In the following subsections, we discuss each step in 
the SD modelling process which we consider in this study. 
Notice that the simulation result will be provided in the 
next section. 

3.1 Define the Problem and Objective 

The first step in the SD modeling process is to clear-
ly define the problem and objective as well as understand 
the boundaries of the system we are working with. In this 
study, we focus on two significant challenges: the delays 
in reaching TRL and the issues surrounding investment in 
the technology and knowledge transfer processes.  

The delays in reaching TRL can stem from a variety 
of factors that considerably slow down the entire technol-
ogy transfer journey. One key factor is technical chal-
lenges. Each TRL comes with its own set of technical 
requirements that need to be met before moving on to the 
next level. For example, transitioning from TRL 4, which 
involves validating components in a lab setting, to TRL 5, 
where we validate the entire system in a relevant envi-
ronment, often requires extensive testing and multiple 
iterations to prove that the technology is reliable and ef-
fective. Unforeseen engineering problems, limitations in 
materials, or design flaws can easily lead to delays during 
this phase (Bozeman et al., 2015). 

Another important factor is resource constraints. Ad-
vancing through TRLs demands substantial investments 
in research and development (R&D), which includes 
funding, skilled personnel, and necessary facilities. When 
access to financial resources is limited, it can really slow 
down progress. For instance, if a project doesn’t have 
enough funding for prototyping and testing, it might take 
longer to reach the necessary validations needed to move 
up to the next TRL (Aparicio et al., 2016). 

We also need to consider regulatory and compliance 
issues. Adhering to industry regulations and standards can 
introduce significant delays, particularly in sectors like 
healthcare and energy, where rigorous testing and certifi-
cation are essential. Navigating these complex regulatory 
frameworks can be a time-consuming process, often caus-
ing progress through the TRLs to stall (Hamilton, 2017). 

Lastly, there is the aspect of coordination among 
stakeholders. Effective technology transfer usually in-
volves collaboration among a variety of stakeholders, 
including researchers, industry partners, and government 
agencies. When these parties have misaligned goals, face 
communication barriers, or have different timelines, it can 
create bottlenecks that further delay advancement through 
the TRLs (Dolmans et al., 2023). 

Next, we also highlight the investment challenges in 
technology and knowledge transfer process. Investment is 
crucial for successfully bringing new technologies to 
market; however, several challenges can complicate the 
process of securing that investment during technology 
transfer. One major hurdle is valuation uncertainty. Early-
stage technologies often struggle to establish their market 
value, facing ambiguity regarding their performance, 
market demand, and the competitive landscape. This un-
certainty can lead investors to hesitate, fearing they may 
take on high risks with uncertain returns (Xiao et al., 
2018). Additionally, there are high initial costs associated 
with developing technology and progressing through var-
ious Technology Readiness Levels (TRLs). Many innova-
tive technologies require significant capital for research 
and development (R&D), prototyping, and regulatory 
compliance. For startups and academic institutions, find-
ing sufficient funding to cover these expenses can be par-
ticularly challenging, especially when they lack extensive 
financial backing (Wu et al., 2022). 

Another issue is the lack of investor confidence; in-
vestors may be wary of committing funds to technologies 
that do not have a clear path to market or established per-
formance metrics. This skepticism often stems from past 
failures of similar projects or doubts about the expertise 
of the team behind the technology (Dolmans et al., 2023). 
Furthermore, misalignment of interests among stakehold-
ers can create additional complications. Researchers, en-
trepreneurs, and investors may prioritize different objec-
tives—while researchers focus on scientific discovery and 
exploration, investors typically seek quicker returns. This 
disconnect can lead to conflicts that hinder investment 
decisions and resource allocation (Hamilton, 2017). Final-
ly, overall market readiness can significantly influence 
investment decisions. If technology is entering a market 
perceived as saturated or faces established competitors 
with similar products, investors might be less inclined to 
take a chance on something new. Understanding these 
market dynamics is essential for attracting the necessary 
investment (Aparicio et al., 2016). 

Delays in reaching TRL and investment issues are 
interconnected challenges in the technology and know-
ledge transfer process. Addressing these challenges re-
quires a comprehensive understanding of the complexities 
involved, along with strategic planning and effective 
stakeholder collaboration. By leveraging SD modeling, 
researchers can simulate various scenarios to identify 
effective strategies for minimizing delays and optimizing 
investment flows, thereby facilitating a more efficient 
technology and knowledge transfer process (Bozeman et 
al., 2015; Mankins, 1995). 

3.2 Create a Causal Loop Diagram 

Next, a causal loop diagram (CLD) is created, in 
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which the main variables are connected in a feedback-
based way. The feedback mechanisms that are formed 
inside complex systems, along with the intersections, 
dynamics, and delays connected to the variables that 
cause them, are better understood and illustrated by CLD. 
By illustrating these dynamics, CLD helps identify key 
variables and their interconnections, laying the ground-
work for deeper analysis. For the given situation, CLD 
provides a useful method for comprehending and express-
ing the interconnected components of the systems as well 
as the cause-and-effect relationships. CLD links system 
variables by arrows. These arrows show the direction of 
influence while the polarity accompanying arrows depicts 
the effect of influence: positive for direct and negative for 
an inverse influence. 

The CLD describing activities in the technology and 
knowledge transfer process is shown in Figure 1. Note 
that CLD is used to represent the feedback mechanisms 
and cause-and-effect relationships within the technology 
and knowledge transfer process (Sterman, 2000). Notice 
that arcs describe the directions of influence. A positive 
arc can be read as “an increase in variable A leads to an 
increase in variable B”. conversely, a negative arc can be 
read as “an increase in variable A leads to a decrease in 
variable B”. When arrows link one variable to another 
through a sequence of other variables, it creates a feed-
back loop. With CLD, feedback loops may be expressed 
in two main types: balancing loops (represented by letter 
“B”) and reinforcing loops (“R”). Balancing loops occur 
when there is an attempt to solve a problem or attain a 
goal. They are also known as neutralizing loops, where 
cause and effect cycles aim to counteract a change by 
pushing in the opposite direction. On the other hand, rein-
forcing loops represents a growing action where each 
action adds to another and may be referred to as virtuous 

cycles when they produce desirable effects or vicious 
cycles when they produce negative effects. 

In this study’s CLD, The system starts with research 
activities2 conducting by the university (see the bottom 
left in Figure 1) and accumulated in early research result. 
After certain value of accumulation in early research re-
sult level, then, the results will be transferred to the so-
called product development process, in which product 
development level represents the accumulation of process 
result. These variables form negative feedback (balancing 
loop, indicated as “B1”) since transfer to product devel-
opment will reduce the value of early research result—
meaning that the early research result then moves to the 
next stage of development, which is product development.  

The product development level will be increased 
through such efforts to improve product quality. In this 
sense, there will be another balancing loop (B4) which 
involves product development, gap of improvement quali-
ty, and improvement of product quality. It is negative 
feedback, as it is intended to close the gap between prod-
uct development level and expected quality (represented 
by gap of quality improvement in the CLD). 

B5 represents the process to close the gap, which in-
volves gap of improvement quality, desired resources, 
resources availability, improvement time, improvement of 
product quality, and product development. In this loop, 
closing the gap requires certain number of resources (it 
could be money, human resources, expertise, facility, etc.) 
represented by desired resources. The fulfilment of this 
desired resources depends on the resources allocation 
policy based on how many resources available on the 
institution (or university) or their efforts to collect the 
available resources (it is represented by available re-

                                                           
2 Variables in the CLD are represented by italic. 

 
Figure 1. The causal loop diagram. 

 

Product
Readiness in

Market

Product
Development

Early
Research

result

Expected
readiness level

Improvement of
Product Quality

Transfer to
Product

Development

+

-

+

Gap of Improvement
Quality

+

-

+

Improvement
Time

-

+

Desired Resource

Available
Resource

Resource
Availability

-

Product Launch+

-

+

Ratio of product
readiness

delay in
product launch

-

Competitor's
Quality

Market
Competitiveness

-

Product sales

+

Revenue

+

Competitor's
effort

+

+

Research
Activities

[University]

+
Market

+

Cost

++

<Research
Activities

[University]>
<Improvement of
Product Quality> +

+

Profit

-

+

Spin off/Improvement
ideas +

+

+

+

B1

B4

B5

B2

R1

B3
R2

R3

+

-

+

+Resources
collection and

allocation

+

<Product sales> Production, Transport,
and Distribution Cost

+ +

Product
Quality in
Market

+

Continous
Improvement+

+ +



A System Dynamics Approach to Model the Technology and Knowledge Transfer Process 
Vol 24, No 1, March 2025, pp.61-80, © 2025 KIIE 67
  

 

sources). Therefore, resources availability is the ratio be-
tween available resources and the desired resources which 
might affect improvement time and improvement of 
product quality. It means the less resources availability 
will affect in longer improvement time and affect the 
more delay in product development achievement to meet 
expected quality. 

Once product development met with expected readi-
ness level (which is represented by ratio of product quali-
ty in the CLD), then product launch might happen. How-
ever, this event (i.e., the product launch) might be af-
fected by a delay in product launch. Similar to B1, the 
product development level will move to product launch 
and form B2.  

When the product is launched to the market, the 
product will bring specific quality and can be compared 
with similar product in the market (from competitors), 
represented by product quality in market in this CLD. The 
quality might be better or worse than the competitors. 
This condition will affect market competitiveness and 
determine product sales, revenue, as well as profit. This 
condition might be tightly related to continuous improve-
ment to increase product quality in market—and forming 
R2. From the competitor’s perspective, the competitor 
also constantly makes improvement (competitor’s effort), 
so that it will form R1. 

The profit gained from sales might go to the conti-
nuous improvement process, or to develop a spin-off 
(represented by spin-off/improvement ideas). This will 
form B3 and R3, as well as lead to similar CLD but with 
the different product. All loops in the CLD are summa-
rized in Table 1. 

3.3 Establish Stock and Flow Diagram 

CLD captures causal relationships, and it is useful 
for understanding the structure of the model. However, 
CLD cannot show the mathematical relationships be-

tween variables in the model. A stock and flow diagram 
(SFD) is then developed to show the model including the 
relationships between variables. To develop a quantitative 
SFD from qualitative CLD, four building blocks are used: 
stock, flow, valve, and cloud (see Table 2).  

In developing SFD, this research also attempts to 
link between activities in the technology development and 
commercialization stages as captured in the CLD and the 
TRL number. We employ NASA’s TRL concept as it is 
widely used in the literature of technology commerciali-
zation. There are nine technology readiness levels. TRL 1 
is the lowest and TRL 9 is the highest.3 The SFD of this 
research is shown in Figure 2. 

                                                           
3 When a technology is at TRL 1, scientific research is beginning, 

and those results are being translated into future research and 
development. TRL 2 occurs once the basic principles have been 
studied, and practical applications can be applied to those initial 
findings. TRL 2 technology is very speculative, as there is little 
to no experimental proof of concept for the technology. When 
active research and design begin, a technology is elevated to 
TRL 3. Generally, both analytical and laboratory studies are re-
quired at this level to see if a technology is viable and ready to 
proceed further through the development process. Often during 
TRL 3, a proof-of-concept (PoC) model is constructed. Once the 
PoC technology is ready, the technology advances to TRL 4. 
During TRL 4, multiple component pieces are tested with one 
another. TRL 5 is a continuation of TRL 4, however, a technolo-
gy that is at 5 is identified as a breadboard technology and must 
undergo more rigorous testing than technology that is only at 
TRL 4. Simulations should be run in environments that are as 
close to realistic as possible. Once the testing of TRL 5 is com-
plete, a technology may advance to TRL 6. A TRL 6 technology 
has a fully functional prototype or representational model. TRL 
7 technology requires that the working model or prototype be 
demonstrated in a space environment. TRL 8 technology has 
been tested and “flight qualified” and it's ready for implementa-
tion into an already existing technology or technology system. 
Once a technology has been “flight proven” during a successful 
mission, it can be called TRL 9. 

Table 1. Reinforcing loops and balancing loops in the causal loop diagram 
Loops Related Variables 

R1 Competitor’s quality → Competitor’s effort → Competitor’s quality 

R2 Product quality in market → Market competitiveness → Product sales → Revenue → Profit → Continuous im-
provement → Product quality in market 

R3 
Early research results → Transfer to product development → Product development → Product launch → Product 
quality in market → Market competitiveness → Product sales → Revenue → Profit → Spin-off/improvement ideas 
→ Research activities [university] → Early research results 

B1 Early research results → Transfer to product development → Early research results 
B2 Product development → Product launch → Product development 

B3 Early research results → Transfer to product development → Cost → Profit → Spin-off/improvement ideas → Re-
search activities [university] → Early research results 

B4 Product development → Gap of improvement quality → Improvement of product quality → Product development 

B5 Product development → Gap of improvement quality → Desired resources → Resources availability → Improve-
ment time → Improvement of product quality → Product development 
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“stock” product in market). Mathematical formulations 
can be described as follows: 
 
Gap of initial concept = Research started  

quality – Initial concept (1)

Research start = IF THEN ELSE (Early research
result plan >= Research started 
quality, 0, Gap of initial con-
cept/Time for basic research) 

(2)

Concept delivered to lab = IF THEN ELSE (Early 
Research result plan < Research 
started quality, 0, Initial con-
cept/Delivery time) 

(3)

Development in lab and relevant environment = Con-
cept delivered to lab + Transition
for real environment 

(4)

Transition for real environment = IF THEN ELSE
(Progress on lab < Innovation
market standard minimum in lab,
0, Development in lab and rele-
vant environment/delivery time) 
with TRL/month unit 

(5)

Gap innovation to minimum market standard = IF 
THEN ELSE (Progress on lab <
Research started quality, 0, MAX
(0, Innovation market standard 
minimum in lab - Progress on
lab)) 

(6)

Adjustment in lab desired cost = Adjustment in lab
unit cost × Gap innovation to
minimum market standard 

(7)

Adjustment in lab allocation = Adjustment in lab de- (8)

sired cost × Proportion allocation 
to improve in lab 

Adjustment in lab budget availability = Adjustment in 
lab allocation/ Adjustment in lab 
desired cost 

(9)

Adjustment time in lab = Impact allocation in lab to 
delay × normal time to improve in 
lab 

(10)

Adjustment in lab = Gap innovation to minimum mar-
ket standard/ Adjustment time in 
lab 

(11)

Innovation launch = IF THEN ELSE (Innovation 
ready plan < Innovation market 
standard, 0, Development for real 
env, standardization and certifi-
cation/Delay in launch time) 

(12)

 
After the product is launched onto the market, the 

quality of the product is then compared to the competitors’ 
products available in the market. Figure 4 illustrates mar-
ket dynamics and competition after the product is 
launched. There are two main structures of market com-
petition: potential market and captive market. The first is 
a market that initially does not consume the product; 
while the latter is a market that currently consumes the 
product. The dynamics of the potential market is deter-
mined by the new market (represented by change in the 
potential market), transition from the potential market to 
the captive market, and market losses from captive mar-
ket to the potential market. The flow from the potential 
market to the captive market is represented by competi-
tiveness ratio which means the ratio of product quality to 
the competitor’s product quality. With this structure, the 

 
Figure 3. The development of TRL number. 
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speed of innovation (especially continuous improvement) 
is considered essential. If the improvement is slower than 
the improvement of the competitor, then the market share 
will be decreased, and the captive market will be reduced. 
Therefore, even after the product is launched, the im-
provement still matters to determine how long the product 
will survive in the market and, accordingly, will deter-
mine the cash flow. Mathematical formulations of this 
market dynamic can be described as follows: 

 
Product quality in markett = Product quality in mar-

kett-1 + Increase quality prod-
uct in market 

(13)

Increase quality product in market = Innovation
Launch/34 (14)

Competitor's innovation level = Competitor's innova-
tion levelt-1 + Change in competi-
tor's innovation level 

(15)

Change in competitor's innovation level = Competitor's
innovation level x Change rate in
competitor’s innovation level 

(16)

Ratio competitiveness = Product quality in mar- (17)

                                                           
4 It is assumed that product quality has a value level of 3 (out of 

5). Later on in the simulation, it can be changed easily. 

ket/Competitor's innovation level

Potential market = Potential markett-1 + Change in 
potential market – Market acqui-
sition + Market losses, where ini-
tial Potential market is assumed 
to be 10000 customers 

(18)

Captive market = Captive Markett-1 + Market acquisi-
tion – Market losses, where initial
Captive market is assumed to be 
0 customer 

(19)

Change in potential market = Potential market x
Growth in potential market (20)

Market acquisition = MAX (0, Potential market 
share – Actual market share) x
Potential market/Adjustment time 
of market 

(21)

Market losses = Captive market x Rate of market 
losses (22)

Potential market share = Total market share x Ratio 
competitiveness effect to market 
share 

(23)

Actual market share = Captive market/Potential mar-
ket (24)

 
Figure 4. Market dynamics and competition sub-model. 
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Finally, we also model the financial dynamics as il-
lustrated in Figure 5. The revenue is determined by prod-
uct price and changes in price, buying per customer, 
number of market acquisition (i.e., customer who decides 
to buy the product), and adjusted by present value (PV) 
multiplier to convert it into the present value. The revenue 
streams each month will be accumulated as cumulative 
revenue PV. On the cost side, the cost consists of the cost 
needed in the TRL development process (i.e., cost of ini-
tial concept, development in lab and relevant environment, 
development for real environment, standardization and 
certification, as well as product in market) and production 
cost. This total cost will be accumulated as cumulative 
cost. The aggregate of cumulative revenue PV and cumu-
lative cost represents cumulative new product investment 
curve (NPIC). Mathematical formulations of these finan-
cial dynamics can be described as follows: 

 
Product/process revenue = Market acquisition x

Product price x Buying per
customer 

(25)

Product price = Product pricet-1 + Changes in price (26)

Revenue stream PV = Product/process revenue x PV 
multiplier (27)

V multiplier = PV Multipliert – (PV multipliert-1 x Disc 
factor/month unit x Pulse for PV (28)

Cumulative revenue PV = Cumulative revenue PVt-1 +
Revenue stream PV (29)

Total cost = (Adjustment in readiness allocation 
monthly + Adjustment in TTO al-
location monthly + Adjustment in 
TTO allocation monthly + Early 
research cost + Innovation 
launch cost) + Production cost 

(30)

Adjustment in lab allocation monthly = MIN (Adjust-
ment in lab allocation, Adjust-
ment in lab desired cost)/Normal 
time to improve in lab 

(31)

Adjustment in readiness allocation monthly = MIN
(Adjustment in readiness alloca-
tion, Adjustment in readiness de-
sired cost)/Normal time to im-
prove to readiness 

(32)

Innovation launch cost = Innovation launch x Innova-
tion launch unit cost (33)

Early research cost = Research start x Early research 
unit cost (34)

Production cost = Revenue stream PV x Production 
cost share  (35)

 
Figure 5. Financial dynamics sub-model. 
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4. SIMULATION: RESULTS AND  
DISCUSSION 

4.1 Model set up 

Model set up is related to parameterization of mod-

el’s variables as well as time and time step set up for simu-
lation. Model parameterization is shown in Table 3. Notice 
that some assumptions are made (see Value or Initial Value 
columns of Table 3). In the simulation, these constants can 
be changed easily to depending on the condition. 

Table 3. Model parameterization 

No Variables Brief Description Value or Initial 
Value Unit Variable Type

Main Model (see Figure 2) 
1 Initial concept  From TRL 1 to TRL 2 0 quality level 

2 Early research unit cost  Cost needed to increase TRL from TRL 1 to 
TRL 2 1,000 $/quality constant 

3 Development in lab and 
relevant environment  From TRL 3 to TRL 5 0 quality level 

4 
Development for real env, 
standardization and 
certification  

From TRL 6 to TRL 9  0 quality level 

5 Product readiness in  
market  TRL 9 0 quality level 

6 Research started quality Target of early research (i.e., TRL 2) 2 quality constant 

7 Adjustment in lab unit 
cost 

Cost needed to increase TRL from TRL 3 to 
TRL 5 500 $/quality constant 

8 (Proportion) allocation to 
improve in lab 

Proportion on how many cost needed will be 
fulfilled to develop from TRL 3 to TRL 5 1   constant 

9 Normal time to improve  
in Lab 

Time needed to increase Development in lab 
and relevant environment level to achieve 
the target (i.e., TRL 5) if fund needed is 
fulfilled 

6 month constant 

10 Adjustment in readiness 
unit cots 

Cost needed to increase TRL from TRL 6 to 
TRL 9 250 $/quality constant 

11 (Proportion) allocation  
for innovation readiness 

Proportion on how many cost needed will be 
fulfilled on TRL 6-9 1   constant 

12 Normal time to improve  
to readiness 

Time needed to increase Development for 
real env, standardization and certification 
level to achieve the target (i.e., TRL 9) if 
fund needed is fulfilled 

12 month constant 

13 Innovation market 
standard Target (i.e., TRL 9) 9 quality constant 

14 Delay in launch time Delay to launch the product once the product 
reaches TRL 9 3 month constant 

15 Innovation launch unit 
cost Launching and marketing cost 12,000 $/quality constant 

Market dynamics sub-model (see Figure 4) 
16 Potential market Number of potential markets 10,000 customer level 

17 Captive market Number of customers that consumes the 
product 0 customer level 

18 Product quality in market Quality of product 3 quality level 

19 
Change rate in 
competitor's innovation 
level 

Change rate of competitor's quality 0 1/month constant 

20 Competitor's innovation 
level Quality of competitor's product 3 quality level 
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4.2 Results 

First, we run a simulation to show how long time 
needed to reach TRL 9 (when the product is launched to 
the market) from TRL 1 (early research). Time needed 
(by using previous assumptions depicted in Table 3) from 
early (basic) research (TRL 1) to product launched to the 
market (TRL 9) is about 24 to 26 months (see Figure 6a). 
The curve shows the behavior of negative feedback using 
time delay function, showing stepper improvement on 
early stage and gentler increment on the end of the stage. 

When the product is launched to the market, the 
product is then assessed through its quality and compared 
to the competitor’s product. Figure 6b illustrates the simu-
lation result showing revenue stream and the total cost. In 
the 25th to 30th month, the cost is higher than the revenue; 
it is expected that the company should do huge endeavor 
to introduce product to the market (i.e., the marketing cost 
is very high). Starting after the 30th month, the revenue is 
higher than the total cost, indicating the effect of the mar-
ket acquisition process.  

Next, Figure 6c shows the NPIC curve. Note that after 
a certain point of time, the break-even point is achieved. 
The investment cumulative and cost in production will be 
compensated around 92nd to 93rd month, or after 7.5 years. 

We then analyze 10 variables regarding their impact 
on TRL and NIPC. The result is summarized in Table 4. 

With these 10 variables, there would be a huge number of 
combinations even when each variable generates several 
scenarios; hence, this study does not cover all of those 
combinations. We only focus on three variables, i.e., (pro-
portion) allocation to improve in lab, (proportion) alloca-
tion for innovation readiness (Habiburrahman and Ulkhaq, 
2024), and product price. We generate six scenarios using 
these three variables. Previously, we use values in Table 3 
as the baseline (i.e., (proportion) allocation to improve in 
lab is 1 (or 100%), (proportion) allocation for innovation 
readiness is 100%, and product price is only 35$). The first 
scenario is when all allocations are 70% but the product 
price remains the same. The second scenario is when allo-
cations are 30% but the product price remains the same. 
The third scenario is when all allocations are 70% and the 
product price is getting lower (i.e., 15$). The fourth scena-
rio is when all allocations are 70% but the product price is 
getting higher (i.e., 60$). The fifth scenario is when all al-
locations are 30% but the product price is getting lower 
(15$). The last scenario is when all allocations are 30% but 
the product price is getting higher (60$). The summary is 
shown in Table 5. The result shows that in the baseline 
model, TRL 9 is achieved around 24 to 26 months. In Sce-
nario 1, TRL 9 is achieved around 51 to 52 months. In Sce-
nario 2, TRL 9 is achieved longer, around 120 months or 
about 3 times longer than the baseline condition. Figure 7 
shows the simulation results. 

Table 3. Model parameterization (Continued) 

No Variables Brief Description Value or Initial 
Value Unit Variable Type

20 Competitor's innovation 
level Quality of competitor's product 3 quality level 

21 Growth in potential 
market Growth of potential market each month 0.004166667 1/month Constant 

22 Rate of market lossess Rate of market lossess represented by 
customers who stop consuming the product 0.0005 1/month constant 

23 Adjustment time of 
market Time needed to achieve market share target 6 month constant 

Financial dynamics sub-model (see Figure 5) 

24 Cumulative revenue PV Cumulative revenue starts when product is 
launched and adjusted to present value 0 $ level 

25 Product price Product price 35 $/unit level 

26 Cumulative cost It consists of cost of development process 
and cost of production phase 0 $ level 

27 PV multiplier It is used to adjust revenue driven by 
discount factor 1   level 

28 Disc factor Discount factor to adjust revenue per annum 6% per annum constant 
29 Buying per customer Number of products bought by a customer 2 unit/customer constant 
30 Production cost share Production cost share from product price 40%   constant 

31 Net present investment 
cumulative 

The difference between cumulative revenue 
and cumulative cost to track the valey of 
death performance 

Cumulative 
revenue PV – 

Cumulative Cost
  auxilary 
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Next, these six scenarios are run to investigate their 
impacts on NPIC. The result (see Figure 8) shows that 
only three scenarios that never achieve break-even point, 
i.e., Scenario 2, Scenario 3, and Scenario 5. This condi-

tion is as expected (see Table 4—when the price is lower, 
it is longer to achieve break-even point). This result might 
give an insight to the decision maker to set product price 
so that lower break-even point will be obtained. 

a. Time needed from TRL 1 to TRL 9 b. Revenue vs. total cost 
  

 

c. Net present investment curve  
Figure 6. Simulation result. 

 
Table 4. Expected impacts on TRL and NPIC 

No Variables Expected impact on TRL Expected impact on NPIC 

1 Adjustment in lab unit cost Higher value leads to longer time to increase 
TRL 

Higher value leads to longer time to achieve 
break-even point 

2 Adjustment in readiness unit 
cost 

Higher value leads to longer time to increase 
TRL 

Higher value leads to longer time to achieve 
break-even point 

3 (Proportion) allocation to 
improve in lab 

Lower value leads to longer time to increase 
TRL 

lower value leads to longer time to achieve 
break-even point 

4 (Proportion) allocation for 
innovation readiness 

Lower value leads to longer time to increase 
TRL 

lower value leads to longer time to achieve 
break-even point 

5 Time for basic research Higher value leads to longer time to increase 
TRL 

Higher value leads to longer time to achieve 
break-even point 

6 Normal time to improve in 
lab 

Higher value leads to longer time to increase 
TRL 

Higher value leads to longer time to achieve 
break-even point 

7 Normal time to improve to 
readiness 

Higher value leads to longer time to increase 
TRL 

Higher value leads to longer time to achieve 
break-even point 

8 Product price No impact on TRL  Higher value leads to shorten time to achieve 
break-even point 

9 Production cost share No impact on TRL  Higher value leads to shorten time to achieve 
break-even point 

10 Discount factor No impact on TRL  Lower value leads to shorten time to achieve 
break-even point 

 



A System Dynamics Approach to Model the Technology and Knowledge Transfer Process 
Vol 24, No 1, March 2025, pp.61-80, © 2025 KIIE 75
  

 

4.3 Discussion 

The numerical analysis presented in this study re-
veals significant insights into the technology and know-

ledge transfer process, particularly regarding the ad-
vancement through technology readiness levels (TRL) 
and investment dynamics. Our simulation results indicate 
that the average time to transition from TRL 1 to TRL 9 is 

Table 5. Scenarios generated 

No Variables Base  Sce-nario 1 Sce-nario 2 Sce-nario 3 Sce-nario 4 Sce-nario 5 Sce-nario 6

1 (Proportion) allocation to 
improve in lab 1 70% 30% 70% 70% 30% 30% 

2 (Proportion) allocation for 
innovation readiness 1 70% 30% 70% 70% 30% 30% 

3 Product price ($) 35 35 35 15 60 15 60 
 

 
 

Figure 7. Simulation result: Impact on TRL  
 

 
Figure 8. Simulation result: Impact on NPIC. 
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approximately 24 to 26 months. This timeframe aligns 
closely with existing literature that suggests the matura-
tion of technology can take several years, highlighting 
persistent challenges in moving innovations from concept 
to market (Bozeman et al., 2015; Aparicio et al., 2016). 
Mankins (1995) also emphasizes the importance of sys-
tematic evaluations, noting that careful assessments at 
each TRL are essential for effective commercialization. 

However, our findings also illuminate important im-
plications for investment in technology transfer. The sen-
sitivity analysis conducted indicates that even minor ad-
justments in resource allocation can lead to considerable 
variations in the TRL advancement timeline. This finding 
supports Hamilton’s (2017) conclusion regarding the pi-
votal role of financial resource planning in ensuring suc-
cessful technology transfer. Moreover, our results echo 
the work of Rubens et al. (2017), who argue that targeted 
investments in key areas of development can significantly 
accelerate the commercialization process. This suggests 
that stakeholders should prioritize funding strategies that 
focus on critical phases of technology development to 
maximize efficiency. 

While the numerical analysis offers a solid founda-
tion for understanding technology transfer dynamics, it is 
imperative to critically evaluate these findings in light of 
the broader literature. For example, while our model sug-
gests that effective coordination among stakeholders can 
minimize delays in TRL progression, research by Dol-
mans et al. (2023) highlights the potential for misalign-
ment in objectives among different stakeholders to create 
significant bottlenecks. This discrepancy points to the 
need for further exploration of how stakeholder engage-
ment strategies can be optimized. Good et al. (2019) em-
phasizes the importance of aligning stakeholder interests 
and fostering collaborative environments to improve the 
efficiency of technology transfer initiatives. 

Furthermore, our findings raise important questions 
about the broader market context influencing technology 
commercialization. The market dynamics surrounding 
new technologies are often complex and multifaceted. 
Although our model provides insights into the relation-
ship between TRL and investment, it does not fully ac-
count for external factors impacting market readiness. Wu 
et al. (2022) argue that competitive pressures and regula-
tory environments significantly affect investment deci-
sions and overall success in technology transfer. There-
fore, future research should consider integrating market 
analysis frameworks that explore how various external 
conditions, such as economic trends and regulatory 
changes, affect technology transfer success (Xiao et al., 
2018). 

Additionally, the implications of our findings extend 
beyond academic discourse to inform practical strategies 
for technology commercialization. For instance, policy-
makers should consider creating supportive environments 

that facilitate investment in early-stage technologies, po-
tentially through grants or tax incentives aimed at reduc-
ing financial risk. By providing targeted support to areas 
identified as critical in our analysis, such as R&D and 
stakeholder engagement, stakeholders can foster a more 
conducive atmosphere for innovation and commercializa-
tion. 

Furthermore, the implications of our findings ex-
tend beyond academic discourse to inform practical 
strategies for technology commercialization. Policy-
makers should consider creating supportive environ-
ments that facilitate investment in early-stage technolo-
gies, potentially through grants or tax incentives aimed at 
reducing financial risk. By providing targeted support to 
areas identified as critical in our analysis, such as R&D 
and stakeholder engagement, stakeholders can foster a 
more conducive atmosphere for innovation and commer-
cialization. For instance, Jucevicius et al. (2016) emphas-
ize the importance of creating a robust innovation ecosys-
tem to bridge the “valley of death,” where many promis-
ing technologies fail to reach the market. 

In summary, while the numerical analysis offers val-
uable insights into the technology transfer process, it is 
essential to engage in a more robust discussion that inte-
grates these findings with existing literature to draw mea-
ningful implications. By critically examining our results 
within the broader academic context, we can provide 
nuanced recommendations for practitioners and policy-
makers aiming to enhance technology commercialization 
efforts. Addressing these complexities not only enriches 
academic knowledge but also equips stakeholders with 
practical strategies to improve the effectiveness of tech-
nology transfer initiatives across various sectors (Etzko-
witz, 1998). 

5. CONCLUSION, RESEARCH  
IMPLICATIONS, LIMITATIONS, AND  
FUTURE RESEARCH DIRECTION 

5.1 Conclusion 

This study has successfully employed a SD frame-
work to model the technology and knowledge transfer 
process from research to commercialization, providing 
valuable insights into the complexities of this critical 
transition. By constructing a dynamic model that captures 
the interactions between various stakeholders, resources, 
and processes, we demonstrate that the SD framework is 
a powerful tool for simulating the intricate relationships 
that underpin successful technology transfer. The findings 
indicate that by visualizing these relationships through 
CLD and SFD, stakeholders can better understand the 
feedback mechanisms and delays that influence TRL ad-
vancement. 
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Our analysis reveals that changes in key variables, 
such as resource allocation and product pricing, have a 
significant impact on the development of TRL and the 
overall activities involved in the technology and know-
ledge transfer process. Specifically, we found that tar-
geted investments in specific areas can lead to faster TRL 
progression, while inefficient resource allocation can re-
sult in delays. Additionally, our simulations showed that 
adjusting product pricing strategies can influence market 
competitiveness and investment returns, thereby affecting 
the pace of commercialization. These insights underline 
the importance of strategic financial planning and re-
source management in facilitating successful technology 
transfer. 

Furthermore, this research highlights the value of 
modeling various policy scenarios to accelerate the com-
mercialization of academic research. By simulating dif-
ferent funding strategies, regulatory frameworks, and 
stakeholder engagement approaches, we can identify op-
timal pathways for reducing time-to-market and enhanc-
ing the effectiveness of technology transfer initiatives. 
The results suggest that tailored policies that align stake-
holder interests and foster collaboration are essential for 
creating a conducive environment for innovation and 
commercialization. 

In conclusion, the use of the SD framework not only 
enriches our understanding of the technology transfer 
process but also provides actionable insights for practi-
tioners and policymakers. By addressing the research 
questions posed in this study, we contribute to the grow-
ing body of knowledge on technology transfer and offer 
strategic recommendations that can enhance the effec-
tiveness of efforts to translate academic research into 
market-ready technologies. 

5.2 Research Implications 

The findings of this study have significant implica-
tions for research, practice, and society. By demonstrating 
the critical role of strategic resource allocation in advanc-
ing technology through TRLs, this research contributes to 
the body of knowledge surrounding technology transfer 
and commercialization (Hamilton, 2017). It emphasizes 
the need for policymakers and industry leaders to develop 
comprehensive strategies that prioritize investment in key 
areas of technology development, ultimately enhancing 
innovation ecosystems (Rubens et al., 2017). 

From a practical perspective, this study highlights 
the importance of effective stakeholder coordination and 
communication. Establishing clear goals and aligning 
interests among researchers, investors, and industry part-
ners can lead to more successful outcomes in technology 
commercialization (Xiao et al., 2018). Furthermore, the 
research underscores the necessity of creating supportive 
environments that foster innovation and facilitate invest-

ment in early-stage technologies, which can ultimately 
influence public attitudes toward new technologies and 
improve overall quality of life (Etzkowitz, 1998). This 
research also offers a strategic platform for understanding 
the complexities of technology transfer and the factors 
influencing its success.  

5.3 Limitations 

While this study provides valuable insights into the 
technology transfer process through SD modeling, several 
limitations must be acknowledged. Firstly, the model re-
lies on assumptions that may not fully capture the com-
plexities of real-world scenarios. For instance, the dynam-
ics of stakeholder interactions were simplified to focus on 
primary relationships, potentially overlooking intricate 
social factors that could influence technology and know-
ledge transfer outcomes (Dolmans et al., 2023). Addition-
ally, the availability and accuracy of data used in the si-
mulations can affect the validity of the results.  

5.4 Future Research Directions 

To build upon the findings of this study, several re-
search directions are suggested. One potential direction is 
to investigate the influence of external factors, such as 
market conditions and regulatory environments, on the 
technology transfer process. Incorporating these elements 
into the SD model could enhance its applicability and 
robustness (Wu et al., 2022). Furthermore, future studies 
could explore how varying stakeholder engagement strat-
egies affect the success of technology transfer initiatives. 
Research by Good et al. (2019) emphasizes the necessity 
of aligning stakeholder interests, which can lead to im-
proved efficiency in technology transfer. Additionally, 
examining the long-term effects of technology transfer on 
economic growth and public policy could provide deeper 
insights into the broader implications of successful com-
mercialization (Bozeman et al., 2015). 
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